
Abstract

CAD models are an important step in several 
engineering projects. In order to maintain 
consistence, this information has to be attached to 
the 3d model, which is usually a difficult task. An 
even more important task nowadays is to set notes 
in the parts inside a model. Some techniques for 
setting annotations were proposed and developed, 
by integrating into a collaboration tool in order 
to make sure the procedure can be done in 
collaborative environments. Two representation 
for notes are explained here, one just for textual 
information which display the complete information 
in the virtual environment and other that uses icons 
based in gui windows desktops to attach any kind 
of data file to an virtual object.
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1. Introduction

Nowadays the engineering projects are using 
CAD (Computer-Aided Design) tools not just 
to plan the construction, but for operation 
queries and sharing information about the 
specifications to any other user working in 
the project. In order to do this, additional 
information is attached to the scene. Most 
of the time this information is linked to a 
particular object in the scene, although in 
some rare situations we need an annotation in 
the scene not connected to a particular object, 
but to a particular coordinate position in the 
space. This management of information gets 

more complicated when using a virtual reality 
environment as an advanced form of viewing 
CAD models in real time [1].

This information can be managed from the 
beginning of the project, when material and 
conditions of a specific system of a project 
is defined or during the execution when 
changes need to be updated. This information 
is managed by a database that could be 
synchronized to other system [2]. For instance, 
Figure 1 presents information that was attached 
to a gas tank, for operation of production 
process. This information is necessary when 
engineers are discussing about some point 
in the project and very often they are moving 
around the virtual environment and need a fast 
update of the information.
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Figure 1.  Example of Engineering Information of 
an Industrial Plant

Other possible information integrated in the 
cad/vr data is an annotation. Different from the 
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previous information, the annotation should be 
easily accessible and visible. Most of the time 
user wants to see the information together with 
the geometry of the model, since it is probably 
due a modification or status in the project that 
need to be monitored, then a kind of billboard 
is produced always facing the user. Proposals 
for annotations were developed and evaluated 
and will be further discussed in the body of this 
document.

The last kind of coupled information we are 
going to discuss is the use of 3d icons to 
represent information which is in a completely 
different file format from the cad source, and 
can be accessed like a hyperlink, allowing 
the user to go back and forth in this data 
information from the 3d environment to the 2d 
desktop application.

The following section presents some related 
work in the area of managing cad information. 
Section 3 discusses the virtual annotations 
that were developed in our research. Section 
4 presents the proposed ways on how to 
manipulate annotations in virtual environments 
explaining the ways it can be used to control 
and access the information we need. Section 
5 presents the issues related to a collaborative 
system when the information discusses in the 
previous section need to be worked with other 
people at the same time. Conclusions and future 
work follow in section 6.

2. Related work

There are some coupling ways in order to 
integrate cad and vr [2], both systems needs 
geometry and integrated information. These 
systems could be connected by means of 
gateways from cad to the vr model. In this 
process, cad models are converted to a format 
suitable for vr. Other possibility is a common 
file format for both cad and vr models like the 
XMpLant [3]. cad and vr can also be connected 
by an api like the omg cad services interface [4], 
which is a corba-based interface standard, but 
the current limitation of cad services interfaces 
is that it has not been widely adopted by the 
industry. Finally it is possible the integration in 
one process, where the vr system is integrated 
into the core of the cad system [1]. 

Annotations are resources available in some 
cad tools like the Autocad that has new features 
in the current release for annotations [5]. But 

these tools are not aimed to virtual reality, and 
then the annotations will not be useful in a vr 
environment, and even worse in a immersive 
environment.

Until now, the research around annotation 
inside vr has been based on the creation 
and placement of text, audio and drawing 
information. The creation of audio annotations 
was implemented in [6] to allow posterior 
playback inside the virtual environment. The 
use of text is found in some systems [7] [8] [9] 
and were implemented based on variations of 
the billboard visualization technique. The main 
difference between them and other approaches 
are the placement control (static/dynamic) of 
the annotation. Drawing information created 
by the use of free spatial movements (e.g. 2d 
movements on a surface or 3d movements in 
a space with or without force-feedback) is also 
founded in some works [10] [11]. 

3. Virtual Annotation

The interaction with ves can be enriched if 
the user is able to insert, remove or modify 
some features of the environment and its 3d 
objects (dimensions and coordinates). These 
transformations can modify individual features 
of some objects on the environment, however, 
in some cases, they can not modify the scenario. 
The main idea of the approach presented in 
Virtual annotations are annotations created for 
virtual environments. It should be able to be 
created for any object in the 3d scene. These 
annotations in a vr system are usually created 
based on the user view, not limited in a list of 
the scene objects. These annotations are used in 
projects that need constant review and the user 
is analyzing the scene from different positions.

Figure 2 presents a user that inserted an 
annotation in a region of pipe. Note here that 

Figure 2. Annotation inserted in the environment
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since the software allows to split the pipe in sub-
regions annotations could be done in an exact 
position.

3.1. Annotation Fields

The amount of fields in an annotation should 
be enough to display the textual information 
necessary to explain what we desired. After 
some tests the following fields were defined:

Author: defines who created the note. This 
is automatically defined with the user name 
acquired from the operating system, but can be 
changed to something more human readable 
like the user full name;

Date: The date when the note was created or 
updated. This field can be changed, since in 
some cases the annotation was defined in a 
prior meeting and the user wants to use that 
date;

Description: A free text space, where the user 
can write anything. No special resources, such 
as bullets or numbering are allowed here, since 
it was making the notes more confuse.

Beside these fields some resources were 
incorporated in order to create some flexibility 
for the users that are working with the 
annotation:

Display Author and Date: Most of the time 
people is not concerned who wrote the note or 
when it was written. Then the information is 
by default turned off, but if the user wants to 
display in the 3d environment who created it 
and when an annotation was created it can be 
switched on;

Text and Background Color: Depending on the 
environment the black and white is not a good 
option to display the note, in these cases, a 
specific color can be chosen in order to produce 
a better contrast;

Size: The 3d annotation has a specific size that 
is proportional to the objects, but the user can 
customize the annotation to any size.

The center of the annotation is created in a 
position pre-configured at one unit distant from 
all the axes. But it is not always a good position, 
and then the annotation can be moved as a 
normal object. Rotation is not allowed since 
the text is always facing the viewer. Figure 
3 presents an example of an annotation test 
in an oil platform. It is also depicted that the 

annotation is part of the scene graph but can be 
accessed individually.

Figure 3. 3d Annotation Dialog Window

Other representation that is being under 
development is the use of icons to represent 
any kind of annotation, or link. In this case an 
annotation can be more complex information 
made from desktop applications such as 
Microsoft Word or PowerPoint file for instance. 
Representation of annotations with icons helps 
the user know what is linked. For instance 
Figure 4 presents a link to a text produced in 
the Microsoft Windows Notepad. The selection 
of such kind of annotation launches the 
appropriate application for the indicated icon.

Figure 4. Annotation with a Cubic Icon

In the case of the use of an annotation with an 
external file, it creates a change of context that 
is something that should be kept as simple as 
possible. 

4. Manipulating Annotations in 
Virtual Environments

In order to select objects an arrow 
representation is used, like a 2d mouse pointer. 
This arrow is positioned based on a simple ray 
casting algorithm that is generated depending 
on the degree of immersion desired. In the case 
of a desktop computer, the viewing direction 
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and a click with the mouse on the screen 
determines the arrow position and direction. 
The source is defined in the virtual camera and 
the direction based on the coordinates on the 
screen. Other possibility is the use of a tracking 
device, such as electro-magnetic or optical 
tracking systems. In this case the tracking will 
work as a wand, allowing the creation of the 
arrow in any direction, and it is quite important 
for immersive environments. Tracking user 
position and orientation is fundamental in the 
virtual reality system proposed. Although it is 
possible to track and interact with the viewing 
direction and mouse clicks, it is limited (it is not 
a 6 Degree of Freedom device).

 The ray casting algorithm is used to detect the 
first object intersected by a ray. The tip of the 
arrow will intersect the object.  If no object is hit 
by the ray, then no arrow is drawn. The text is 
always facing the observer, but it does not rotate 
in the arrow axis orientation. It helps identify 
the other user’s orientation. 

There are some devices in the market that can 
be used as a pointing device, but the Nintendo 
Wii controller, known as Wiimote [12], has 
presented several advantages. First it is wireless, 
using Bluetooth that is based in a protocol 
broadly supported by several computers. It 
has also an accelerometer inside that can 
be used to detect the speed and orientation. 
Besides, the integrated speaker and rumble 
functionality give a good feedback for the user 
about the interaction procedures. One drawback 
is the limited capacity to track position and 
orientation. In order to overcome this problem 
an optical tracking was used together, then 
retro-reflexive spheres were installed in the 
Wiimote, as presented in the Figure 5, allowing 
the tracking solution to calculate the position 
and orientation of the device.

In Figure 6 we can see a cadmodel of a ship and 
a 3d model of a Wiimote device interacting in 
the scene. The pointing device has a line with 
source in the model and long enough to reach 
any object. The line is drawn in red to give an 
idea of a laser beam although we would not see 
a laser beam in a dust free environment, the 
line and ray casting algorithm is started just 
when is turned on with the Wiimote button 
“A” is pressed. When the ray hits an object the 
bounding box of this object is drawn in white 
just to inform you are selecting the right object, 
if you want to do some kind of interaction you 
have to press a button. In our case the Wiimote 
button “B” is defined to manipulate the object 
(rotate and translate) and the button “+” is used 
to open or create an annotation.

Figure 5.  Wiimote with Retroreflexive Spheres

Figure 6.  Wand manipulation

This solution can be used from a fish-tank vr 
environment to a semi-immersive solution. For 
instance the user at Figure 7 is navigating and 
interacting in a desktop display. The stereo used 
in anaglyph and the head a wand is tracked by 
an optical solution.

Figure 7.  Person interacting in a virtual 
environment with head-tracking and wand

Figure 8 presents a user interacting with the 
same devices in a large display wall. The use of 
the same devices in both environment works 
helps the user to control the system. The change 
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from one architecture to another should have 
the minimum impact for the user.

user name is presented with the arrow. 

In a collaborative environment it is necessary 
to have a better communication between the 
participants, then the system was coupled 
with a video conference software in order to 
enable talking and visualizing the other users. 
Figure 11 presents two users sharing a virtual 
environment with the collaboration software 
in the side of the application. The system was 
tested in Microsoft Windows xp and Vista. In 
this example a small picture of the users is also 
used together with the arrow and text.

Figure 8.  Interacting in a Display Wall

In a semi-immersive environment the use of 
tracking is mandatory, since a standard mouse 
will not be able to track all possible positions. 
Figure 9 show a user interacting in the same 
model and with the same device.

Figure 9.  Selecting Object and adding notes in a 
Semi-immersive System

The precision of the tracking system appeared 
not be so important for the user, the main 
problem with the tracking is when it gets lost. 
This is reported as very uncomfortable.

5. Sharing a Virtual Environment

The use of avatars is common in shared virtual 
environments [13], but in simulation that 
users are interacting like their cad application, 
avatars could confuse some users. In this 
case a 3d pointer enables users from different 
points of view to understand what each one is 
looking at. In such collaborative environment, 
the annotation feature is allowed for all the 
participants too. 

Figure 10 presents a simple scene where two 
users are interacting in the same area, because 
of the 3d pointer it is possible to know where 
each user is gazing or pointing their interacting 
devices.  Colors are defined to each user for each 
system. In our case the green arrow is always 
used for the local user, this avoids confusions 
since you know the color you are controlling is 
the green. In a simple version a text with the 

Figure 10.  3d Cursors in Collaboration Tasks

Figure 11.  Collaboration in a 3d Environment 
with Video Support

5.1. Synchronizing Environments

Before proposing a customizable solution 
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for Synchronization, it should be flexible 
enough to provide the users with the widest 
range of controls, supporting upgradability 
and being easy to understand, besides the fact 
that it should be fast enough to present an 
environment completely consistent. Due to 
these points a scripting language was chosen 
to synchronize the environment. Figure 12 
presents an example of synchronization between 
two processes in the same computer.

a task that currently requires significant effort. 
The retrieve of additional information of the 
project is already a problem since the conversion 
from cad to vr is not well defined in any format.

The use of annotations created the opportunity 
for engineers to include information inside 
the virtual world. That mechanism attempts to 
help the understanding of the virtual content 
by making those additional information visible 
by the use of objects with particular visual 
feedbacks (billboards and 3d icons). An initial 
empirical evaluation under development with 
few users is helping us to detect parameters 
for the annotations, until now we were able 
to detect that the parameters presented are 
enough for most of the annotations, the users 
that we tested are giving good feedbacks since 
no one requested net fields up to now, but it is 
still being evaluated with new possibilities. We 
tested to put the text in the annotation always 
in front of any object independent if there is 
something on front of it, but it created some 
problems since two annotations could be at the 
same point in the display making it unreadable.

The use of 3d icons for annotation creates 
other possibility to link information in the 3d 
model creating a “bridge” between the virtual 
environment and the desktop’s application 
features for the creation of more complex data. 
As a future work we are going to develop the 3d 
icons in order to use the same icon used in the 
Microsoft Windows interface.

One current problem is when a user wants 
to write an annotation in an immersive 
environment. In our semi-immersive cave-
like system [16] we included an area to put a 
keyboard as presented in the Figure 13, but 
in a system where it is not possible to put a 
keyboard, we are working in a virtual keyboard 
that can be used with the tracking device.

Figure 12.  Script Synchronization

The language chosen to synchronize the 
environment in the collaborative session was 
lua [14] since it is quite simple and light, it uses 
very small amount of cpu resources to run. We 
decided to use tcp/ip to assure a consistence 
in the environment. This then can be used in a 
system with the users distributed geographically 
or in a cluster system [15]. Code 1 shows 
some simple commands used to configure 
the pointers and can be used in a network 
communication.

Code 1.  Example of Commands Used

Of course the interpretation of the script 
language has some overhead, but in our usage 
we were not able to detect any big latency in the 
system.

6. Conclusions and future work

Work with cad models in vr environments is 

instance = Prog();

wand = instance:getWand()

p1 = wand:getPointer()

p1:show() 

p1:setPosition(-89.6,-96.9,-261.2)

p1:setOrientation(0.15,0.11,0.2,0.85)

p1:setText(“User1”)

p1:setPhoto(“user1.jpg”)

p2 = wand:createPointer()

p2:show()

p2:setPosition(-97.3,-100.8,-265.1)

p2:setOrientation(0.5,-0.3,-0.4,0.8)

p2:setColor(1,0,0)

p2:setText(“User2”)

p2:setPhoto(“user2.jpg”)

Figure 13.  Keyboard and Mouse on the Semi-
Immersive System
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