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ABSTRACT

This paper proposes interaction technigques to ugzokbft
Kinect in Virtual Reality (VR) applications. Mosf the proposed
techniques are used in a similar fashion with d=viother than
Microsoft Kinect, that will allow a user to seleabjects in a
virtual scene and navigate throughout that scerieed was
chosen because it is low cost, easily portableda®s not require
the user to have any equipment attached or heldhiby,
increasing the user's sense of immersion. Techsiqaee
discussed, pointing out advantages and disadvantdgsch one,
with the intention of creating a knowledge base fihe
development of practical VR applications.

Keywords: Microsoft Kinect; hands-free interaction; selenti
navigation; 3D user interaction; immersive envir@mts.

1 INTRODUCTION

Currently we have several devices available for usean
interactive virtual environment, but few solutioase capable of
allowing multiple kinds of interaction with the s@io. One of
the problems of immersive environments is the retiog
throughout the scene. An apparently natural idetithmediately
comes to mind to allow the user to move withouhgdraditional
handheld devices is an omnidirectional treadmill, [But it is
extremely expensive to build and isn't portablequieng a
special room to set up. Recently, however, duehto gaming
industry, technology has evolved with the creatwina few
natural user interface devices such as Nintenddvéigé, Sony
Move and Microsoft Kinect.

In the latter we realized the potential to devetogtudy that
will pinpoint techniques allowing the user to irgter and navigate
in a virtual environment without use of handheldides, in hopes
of increasing the user's immersion and experieAd¢so, due to
not needing to hold anything, this opens the opmity to use
finger tracking, increasing the power the user loasr the
environment.

Bowman and Hodges [2] describe that most of theramtions
in a virtual environment fall into one of three egdries:
selection, manipulation and navigation. Taking iatzount these
categories, we focused on two of them: selectiah reavigation.
We believe these two categories are most impottabe able to
interact with a scene satisfactorily. For each gate a few
techniques were encountered or proposed using Miftr&inect,
inspired on similar techniques used with differdetices. This
paper studies the apparent advantages and disadeandf each
of these techniques.

In section 2 we present related work that, in serag, inspired
the techniques proposed in this paper. Followirag tie will see,
in section 3, the proposed selection and navigatsmhniques,
where we show advantages and disadvantages of cdattese
techniques.

2 RELATED WORK

In the last two years, academic and commercialcgsvbased
on innovative technologies have been proposed uferoto
increase the usability and experience of naturtaraction that a
user feels when immersed in a game or virtual sgene

We analyzed some of these devices and did a suo¥ey
interaction techniques that have been proposecdyalotin them.
We summarized the main features of interaction tthese
techniques offer and described them below.

2.1 Microsoft Kinect Games

A list of Microsoft Kinect games was tested in dtempt to
identify selection and navigation techniques. lesth games very
few navigation techniques were encountered, bagicaly one
idea was present, used in the game Kinect Spofs {thich
consists in the user “walking in place” to move évatar forward.
The avatar moves in a fixed direction and cannat r walk
sideways nor backwards, so although it could besidened a
technique it is extremely limited. As for selectimehniques there
were two that were used throughout all the testatgg. One is
hovering the virtual hand (controlled by the us@tysical hand)
over an item (usually a Ul option) and keepingeiatively still
for a short period of time. This is found in gansesh as Kinect
Sports and Kinect Adventures [9]. The other techaejdfound in
Dance Central [3] tracks the right hand on theis@rtaxis to
move between menu options and a swipe of the hand rfight to
left to confirm selection, and left to right to cah or move back
in the menu hierarchy. Although these technique®udentified,
none of them were used in the gameplay itselfriotstl only to
2D menus.

2.2 Non-Kinect Related Work

Beside the Microsoft Kinect games, some other systeot
using Kinect serve as inspiration for several téphes presented
here.

2.2.1. v-Glove

Rodrigues et al. [11] developed a wireless glowasked by
wiimote controllers, feeding a system with the +eatld position
of the user’s hand. In his work he proposes theafise “virtual
touch screen” to detect the intention of interactio

Tosas and Li [12proposed a mixed reality environment that
allows users to interact with a virtual touch sore€he idea is
that you can interact with elements on a graphisar interface
with “clicks” made using your bare hands.

Rodrigues et al. [11)ised this idea defining a virtual screen in
real-world space. Once the user’s hand reachessthisen a
“click” is detected at the X and Y position whehethand crossed
the virtual screen.

2.2.2. Dance Pad



The dance pad, originating from the Dance DanceoRé&en
[4] game, consists of a metallic pad placed on fther with
arrows pointing in four directions: forward, backdaleft and
right. In addition to those, some may have diagamedws at 45°
as well.

With the pad oriented towards the display Beckh&lsm and
Haringer [1] mapped the four directional arrows gositional
transformation in a straight-forward fashion, whising two
directional arrows (forward-left and forward-rightp control
camera rotation.

2.2.3. Touch-screen controls

In some games for touch-screen devices (such asné?h
Android touch-screen phones and iPad), more comyriankFPS
(first-person shooters) such as DOOM Classic [6iedtional
pads are placed in both bottom corners of the sciBleese pads
are activated by touch, usually the thumb due ® ahatomic
nature of the device. The left pad controls charactovement in
the scene while the right pad controls the camecaation.

3 DiscussioN

Using the Microsoft Kinect several techniques were
implemented for further studies in virtual realigyvironments.
These techniques focused on selection and navig#tiough a
3D environment.

3.1 Selection Techniques

3.1.1. Hover
Inspired by the majority of Microsoft Kinect gamethis

technique consists on the use placing a virtualdhaver an
object. After a short period a timer will appeaditating that an
object will be selected (Figure 1). The user shdwlep the virtual
hand (controlled by his physical hand) hoveringrahe object in
case he desires to select it. Once the time ruhthewbject will
be selected. This technique is similar to that entered in eye
tracking, as seen idansen, Andersen and Roed.[7]

Interaction mode: Hover

Figure 1: Hover selection technique

Advantages — This method is the most precise amongst the
methods studied because the user’'s hand does edttoemove
along the Z axis (towards or away from the screen).

Disadvantages — Sometimes the timer appears even though
the user did not have the intention of selectirgydbject, similar
to what Jacob [8] calls the “Midas Touch”, whichetsts in the
user sending commands by accident, losing contfolthe

application. It's necessary to find a comfortabkdag from the

moment the virtual hand hovers an object untilappearance of
the counter. Another problem is the difficulty tmselect an
object. Since basically this technique was conckiter 2D

menus, no means of unselecting was encountered.

Discusson — The hover method seems to work best for
“instant selection”, which is when there is no Eesce of the
selection state: pushing a button, opening a doanemu options,
for example. As a selection method that intendslead to
manipulation, this technique does not appear totHse most
adequate.

3.1.2. Push

Inspired by v-Glove [11], this technique requirke user to
stretch his arm towards the screen. Once seleatedbgect
maintains its selected state until the user stestttis arm towards
the screen again.

Advantages — There is no visual pollution with timers. The
selected objects are easy to manipulate becasseitommon for
the user to accidentally unselect an object.

Disadvantages — Sometimes the user may get confused by
attempting to interact with a second object beforselecting the
first since the gesture is the same. Another proble the
precision when attempting to select an object beeahe user
must move his hand along the Z axis and, during ivement,
he might unintentionally move it along X or Y axés well,
potentially losing the focus upon the desired dbjend
consequentially failing to select it, as noted byge¢l and
Balakrishnan [13].

Discussion — This method works best to select objects that
will have a prolonged manipulation, such as cagyam object
from one location to another. It may be interestmgtudy a way
to replicate the haptic feedback present in v-Glaceording to
Wang and MacKenzie [14] the user's performance ef=as in
these sorts of actions when there is no feedback.

3.1.3.Hold

Similar to “Push” technique, the user places the virtual hand
over an object and stretches his arm towards treescOnce his
arm is stretched the selection takes place, bsitithie unselecting
occurs when the user withdraws his arm.

Advantages — The advantages are the same @mst”, but
furthermore there is no confusion with unselectisgce the
selecting and unselecting gestures are complenyentar

Disadvantages — This method is physically more tiresome
since the user needs to keep his arm stretchedngduri
manipulation. As in Push” there is a problem with precision.

Discussion This technique works well for quick
interactions such as pulling a lever. It seems matearal as well,
because it appears to be the closest to how arpeisald interact
with an object in the real world, but is very tiwese for prolonged
interactions. Like with Push” it would be interesting to provide
some sort of haptic feedback to the user.

3.2 Navigation Techniques

3.2.1. Virtual Foot DPad + Body Turn
Beckhaus, Blom and Haringer [1] present a navigatieethod

based on thedance pad”, a physical device that has directional
arrows activated by stepping on them. Similarly tdehnique we
propose here works like a directional controlletivated by the
feet, however the buttons are virtual. Both feetknvm activate
the buttons and the system calculates the diredtased on the
direction of the user’s feet to his waist. Y axigight) is not taken
into account in this calculation (Figure 2). Unlikee work of
Beckhaus and colleagues, where the camera is dedtrby



directional arrows, this technique requires the tesdurn his
shoulders in either direction and the camera wilintin that
direction. Furthermore if the user tilts his torsackwards or
forward the camera will turn upwards or downwardspectively.

Figure 2: Virtual Foot DPad

Advantages — The user does not need to move around the

physical environment, only needing to move his fimotards the
desired movement direction. The user can, if hetsyamove
around the physical environment, since the teclmigwased on
distance between certain body parts.

Disadvantages — Moving backwards is complicated because
sometimes the system will interpret as forward nmeset when
one foot is in back. This happens because whemske places
one foot back he ends up leaving the other foovdods. Also
despite the user being able to move around the igdlys
environment, the technique will detect some commary
accident due to the gestures used being similathéonatural
human walk.

Discussion — Although susceptible to errors, this method
allows the user to freely move around the physétalironment,
which is highly desirable in immersive environmestgh as a
CAVE.

3.2.2. Dial DPads
Present in some multi-touch games (such as ganreshéo
iPhone), this technique places directional padeaoh bottom
corner of the screen. When the user places his beerda certain
direction on one of these pads while keeping his stretched he
may control the avatar's position and the camemtation (there
is one dial for each action) — Figure 3.

Figure 3: Dial DPads

Advantages — This technique does not depend on feet
tracking, potentially allowing the user to be sdater example.
This technique also allows the user to move freglyund the
physical environment.

Disadvantages — Interaction with objects could be affected
in case the user wants to interact with an objeat is in one of
the bottom corners of the screen. It is also véifjcdlt to move
the avatar and control the camera at the same $imee the user
would have to coordinate one hand for each taskilsimeously.
It could also be hard to control the camera or mihwe avatar
while manipulating an object for the same reason.

Discussion — Because this method does not require the user
to move his feet this method could be interestingcertain
situations.

3.2.3. Virtual Circle+ Body Turn

Based on the user’s physical position during catibn a
virtual circle is created around that spot. Therdken walks in
any direction and, once he exits that virtual erd vector is
created between his current position and the cesfténe circle.
That vector indicates the desired movement (FighreTo stop
moving the user needs to step back into the cir8ke.with
“Virtual Foot DPad” for camera control the user nsir his
shoulders or tilts his torso towards the desiredkilog direction.

Figure 4: Virtual Circle

Advantages — Navigation is easy because the user simply
walks in the direction he wants the avatar to m@Meo he can
control the movement speed by moving further framdircle.

Disadvantages — The user may lose reference of where the

virtual circle is, making it difficult to stop thavatar's movement.
It could also be tiresome having to move every tie user
wants to move the avatar. Also the user cannotlyfremve
around the physical environment, since that wouldkenthe
avatar move as well.

Discussion — This technique is the most precise and easiest
to use according to preliminary tests. The inabtiit freely move
around the physical environment could be prohibitiowever,
so it would be interesting to study a manner ddwvaihg the user
to move freely, as well as a way to allow the usereset the
location of the virtual circle.

4 CONCLUSION AND FUTURE WORK

This study shows several selection and navigatmhrtiques
for virtual environments using only Microsoft KirtecWe
analyzed the potential uses of each proposed wgabnas well as
its advantages and disadvantages. Although we hazs@mduced
formal user studies, our initial experiments witre tproposed
techniques indicate that each technique presentgulsr
characteristics that make it more appropriate foecHic tasks.
The idea of this paper is to create an initial syrupon which we
may organize and categorize a knowledge base feraiction
techniques for 3DUI using Microsoft Kinect.

As future work, besides formal user tests, we pamclude
manipulation techniques. We also plan to studydbmbination
of navigation, selection and manipulation techniguend to



improve the techniques based on the users’ expasesince that
through observation we can discover new potentiaysvto
interact using Microsoft Kinect.

It

is also interesting to study in depth the diéfeces in

applicability of the proposed techniques in immesand non-
immersive environment.
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