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Abstract. In this monograph we discuss the scenario of Petroleum Engineering projects 
at Petrobras, a large Brazilian governmental oil & gas company. Based on this scenario, 
we propose a Service-Oriented Architecture (SOA) for a Collaborative Problem Solving 
Environment (CPSE), that we call Collaborative Engineering Environment (CEE), re-
sponsible for controlling and executing specialized engineering projects in the oil&gas 
industry. The environment is composed by the integration of three different technolo-
gies for distributed group work: Scientific Workflow Management System (ScWfMS), 
Multimedia Collaborative System (MMCS) and Collaborative Virtual Environments 
(CVE).  

Keywords: Collaborative Problem Solving Environment, SOA, Enterprise Service Bus, 
Scientific Workflows.  

Resumo. Nesta monografia, discutimos o cenário de projetos de engenharia na 
Petrobras. Baseado nesse cenário, propomos uma arquitetura orientada a serviços 
(SOA – Service Oriented Architecture) para um ambiente colaborativo de solução de 
problemas, que chamamos de ambiente colaborativo de engenharia, responsável pelo 
controle e execução de projetos especializados de engenharia na indústria de petróleo. 
O ambiente é composto pela integração de 3 tecnologias diferentes para o trabalho 
distribuído em grupo:  Sistema de Gerenciamento de Workflow Científico, Sistema 
Colaborativo Multimídia e Ambiente Virtual Colaborativo.  

Palavras-chave: Ambiente Colaborativo para Solução de Problemas, SOA, Enterprise 
Service Bus, Workflows Científicos. 
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1  Introduction 

The present work is motivated by the necessity of finding effective solutions for col-
laboration of team workers during the execution of large and complex Petroleum En-
gineering projects at Petrobras, a large Brazilian governmental oil&gas company. Pres-
ently the oil&gas industry faces increasing hydrocarbon finding and lifting costs, espe-
cially in more remote locations, ultra-deep water reservoirs or in hostile environments. 
A bottom-line business driver is the need to improve recovery from existing fields. 
Such a business measure sets up the dilemma between improved productivity and best 
cost-performance. Visualization and Collaboration technologies help us to bridge the 
cost-productivity problem.  

High-end visualization systems are commonplace in oil&gas industry, especially in the 
Exploration & Production (E&P) segment, also called Upstream. In the nineties oil 
companies were among the first to make industrial use of the so-called virtual reality 
centres (VRCs), equipped with immersive projection systems with large display walls 
(e.g., cave, cave-like, curved-panel, and powerwall); videoconference tools (VC) and 
auditory display systems. Used in VRCs techniques such as three-dimensional geo-
metric modeling, scientific visualization, immersive virtual environments (VEs) 
pushed the limits of teamwork activities especially in Geosciences, Reservoir, Petro-
leum and Offshore Engineering.  

The configuration of VRCs greatly improved visual communication and group col-
laboration in technical work sessions and decision-making meetings. The possibility of 
visualizing and manipulating virtual models in the VRCs has completely changed the 
way of working, notably for the geologists and engineers (Figures 1 and 2). 

 

Figure 1: Engineers in a collaborative section. 

  

Figure 2. Geologists, Geophysicists in a collaborative section  
from GoCADTM and SchlumbergerTM  
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In this paper we propose a Service-Oriented Architecture for a Collaborative Problem 
Solving Environment for Petroleum Engineering Applications (CEE), tailored for as-
sisting the control and execution of engineering projects in the oil&gas industry. The 
proposed CEE is intended to create a useful workspace for collaboration through the 
composition of three different technologies for distributed group work:  

1. process-oriented collaboration tool - a Scientific Workflow Management System 
(ScWfMS); 

2. synchronous communication tool - a Multimedia Collaborative System 
(MMCS); 

3. collaborative shared workspace - Collaborative Virtual Environment (CVE).  

The CEE’s intention is to control the execution of Petroleum Engineering projects in-
volving many geographically distributed teams. It also allows an easy integration of 
different applications providing the team workers with means of information ex-
change, aiming to reduce the barriers imposed by applications with limited or no col-
laboration support. This environment needs to be extensible, flexible and platform-
independent, allowing a transparent flow of information among different teams and 
their models. 

The difficulties in building an effective CEE can be analyzed in four domains: collabo-
rative work, distributed execution, project management and system interoperability. In 
the first domain there is the necessity of providing effective human-to-human interac-
tion and communication for solving conflicts and enhancing group productivity. In the 
second resides the necessity of involving specialists in different areas located in differ-
ent places and using distributed resources, requiring the solution to have the ability to 
be easily and seamlessly distributed. The third domain points to the necessity of reduc-
ing costs and time-to-market of new products, which further requires a computerized 
solution capable of controlling time scheduling and costs. Finally, there is a myriad of 
software that specialists are forced to use to accomplish their tasks in a reasonable 
time, what implies the necessity of interoperability among the components of the solu-
tion. 

Figure 3: CEE Collaboration Bus. 

The integration of the ScWfMS with the other components is done in a seamless way 
through the Collaboration Bus (CEE-CBus) (Figure 3) in a way that the user always in-
teracts with the same interface independent of the application he/she is currently us-
ing. This is a very important aspect of the solution to keep the user conscious of what 
he/she is doing and what should be the next steps of the current task being executed. 
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The CBus represents the collaborative infrastructure provided by the CEE core func-
tions to fulfill the requirements discussed in the text. 

For the project management domain we count on the resources of an Enterprise Con-
tent Management System (ECMS) [EX1] to control all the documents and data gener-
ated during project’s life-cycle. For the last two domains, distributed execution and 
system interoperability, we use an Enterprise Service Bus (ESB) [HK1] and [O1], the 
next generation of integration middleware, which establishes an enterprise-class mes-
saging bus that combines a messaging infrastructure with message transformation and 
content-based routing in a layer of integration logic between service consumers and 
providers (Figure 4). We also have a service interface for every external Engineering 
Application that might be invoked by the user. In this way the CEE consists of a flexi-
ble and effective environment that improves the productivity of teams involved in 
large and complex engineering projects.  

 

Figure 4: CEE Architecture 

Although Grid Computing is a hot topic for Scientific Workflows, as can be seen in the 
works of [FK1] and [YB1], in this work we concentrate on the collaboration aspects of 
the CEE. Of course, concerning the final implementation of the CEE a Grid-enabled 
Scientific Workflow Management System is a desirable achievement.  

In the following sections we present some aspects of our solution. In section 2, we pre-
sent the problem definition. In sections 3 to 7 we discuss some relevant characteristics 
of our collaborative solution. Related works are commented throughout the text. In 
section 8 the whole system architecture and some application scenarios are discussed. 
Conclusions in section 9 finish the paper.  

2  Problem Definition  

In this work we will focus our attention to Offshore Engineering projects as a case 
study. In this field research is being conducted to design oil production units, such as 
platforms, or to adapt old ships to work as Floating Production Storage and Offshore 
Loading (FPSO) units, for operating in ultra deep water (400 m or deeper). The project 
of a new production unit is a very lengthy and expensive process; it can last more than 
a year and consume a few hundred million dollars, depending on the complexity of 
the unit and the availability of an adequate technology that makes the project techni-
cally and economically feasible. 

Engineering  Applications 

  CEE components  
scwfms, mmcs, cve, ecms 

CEE-CBus 
Collaboration Bus 

ESB 
Enterprise Service Bus 

Operating System 

WinXP, Solaris, Linux 
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2.1  Offshore Engineering Projects 

Usually Offshore Engineering projects involve not only geographically distributed 
teams but also teams of specialists in different areas using different software tools, 
both commercial and homemade. The interoperability of those tools is still an issue in 
the industry and is a mandatory requisite for any viable collaborative solution [SV1].  

Due to their huge complexity, offshore engineering projects are divided into smaller 
interrelated subprojects where each one deals with an abstract representation of the 
others. During the conceptual design phase of the project the work is carried out basi-
cally, but not only, by the following teams: 

1. Naval engineers: project the hull of the ship, defines the optimal positioning of 
the array of tanks, the mooring system, and study the dynamic stability of the 
unit based on meteo-oceanographic information about the wind, tide and water 
currents.  

2. Structural engineers: defines the internal structure of the unit and its load ca-
pacity; 

3. Production and equipment engineers: project the production system, encom-
passing risers, flowlines, and plan the installation of deep-water production 
equipments, such as manifolds and “christmas trees”; 

4. Chemical and process engineers: projects the process plant based on the charac-
teristics and expected volume of oil and gas that will be produced; 

5. Geotechnical engineers: determine the position for anchoring the production 
unit based on studies of the behavior of the soil-structure interaction. 

It can be seen by each team’s attribution that the necessity for collaboration is crucial 
because decisions are interdependent. Each team activity or new decision can affect 
others activities. For example changing the position of large and heavy equipment in 
the unit can compromise the stability of the ship. In some cases there is also an intrin-
sic coupling among the solutions of the different subprojects which requires a lot of 
interactions and discussions among the teams involved. This is the case of the mooring 
system and of the production risers subprojects. On one hand if the mooring system 
allows great fluctuations of the ship, it can simply damage the production risers; on 
the other hand the presence of the risers itself helps to weaken the movements of the 
ship which contributes positively to the equilibrium of the system. 

Another situation where collaboration among the teams is very important is the case of 
static and dynamic simulations of oil platforms and offshore structures as discussed 
next. 

2.1.1  Stability analysis of Oil platforms 

In the oil&gas industry, the upkeep of complex structures where thousands of barrels 
of oil are produced daily in the open sea also requires calculating the action of sea cur-
rents, waves and winds on semi-submersible platforms and FPSOs. Additionally, these 
production units may be afloat in regions two thousand meters deep or more, there-
fore requiring the deployment of complex mooring systems. To deal with such prob-
lems, Petrobras developed software such as Dynasim [CK1], created to compute the 
supervening forces and consequential movements on anchored structures; and MG 
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[CG1] designed to generate mesh representations of surfaces and to allow the visuali-
zation of stresses and strains calculated by numerical simulators. 

Two other important simulators developed by Petrobras that make use of visualization 
systems are: The Numerical Offshore Tank (NOT) and The Floating Units Stability Sys-
tem (Sstab). 

The NOT is a computer-intensive applied hydrodynamics lab whose main goal is to 
simulate and analyze floating production and storage oil&gas systems. The strong 
points in the NOT are the hydrodynamic numerical and empirical models that consid-
ers the interaction between waves and currents, the line dynamics and the damping, a 
strong graphical interface and full 3D visualization of the results of simulations. NOT 
has incorporated several innovations, such as massive parallel computing through a 
high-performance parallel PC computers cluster and an immersive visualization sys-
tem that presents the simulation results in true 3D stereoscopic graphic. 

 

Figure 5: Sstab’s GUI. 

Sstab is used to design and analyze static conditions of floating units such as semi-
submersible oil platforms [CJ1]. This system has been successfully used not only by 
certifying companies but also in emergency scenarios under extreme conditions. It also 
works integrated with the Dynasim system (Figures 5 and 6).  
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Figure 6: Sstab, Dynasim and NOT integration for the design of  
an FPSO’s mooring system and production risers. 

2.1.2  Difficulties in data management 

Another difficulty presented in Offshore Engineering projects is that although the spe-
cialists deal with the same artifacts (platforms, mooring systems, etc.) they usually 
have different data representations for those objects according to the needs of each ap-
plication requiring some support for multi-resolution representation of the data. For 
example, in structural and naval engineering the models usually have dense polygonal 
meshes, with a few objects representing the outline of the artifacts, suitable for static 
and dynamic stability studies with numerical methods. In CAD/CAE the models usu-
ally have objects with coarse grid meshes suitable for good visual representation, but 
the problem is that all objects that comprise the artifact should be represented yielding 
huge models. A typical CAD/CAE platform model usually has a few dozens of mil-
lions of polygons while the mooring system itself has few millions of polygons.  For 
real time visualization those models are a tough problem and therefore represents a 
great challenge in computer graphics [RC1]. 

2.1.3  Potential applications 

There are other important activities that will benefit with the implementation of the 
CEE as defined in this paper, such as training and security simulations; design, plan-
ning and optimization of marine installations and sub-sea layout arrangement of pro-
duction equipments; remote teleoperation and interventions on submarine equip-
ments; preparing maintenance and inspections plans in production units; planning oil 
pipeline installation and monitoring [SC1] and emergency scenario applications [RR1]. 

3  Collaborative Applications 

3.1  The 3C Model 

Collaboration may be seen as the combination of communication, coordination and 
cooperation. Communication is related to the exchange of messages and information 
among people. Coordination is related to the management of people, their activities 
and interdependencies and of the used resources. Cooperation is the production of 
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common artifacts taking place on a shared space through the operations available to 
the group. This model, called 3C model, was originally proposed by Ellis et al. [EG1].   
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Figure 7. The 3C collaboration model [FR1]. 

Collaborative applications, according to the 3C model, are composed of tools provid-
ing one or more of the three functionalities described above (Figure 7). Another central 
aspect of the 3C model is the notion of user awareness, which is defined as the way 
users perceive other participants of the collaboration and what they are doing, without 
direct communication between them [DB2]. Awareness elements are essential for the 
collaboration flow, because they enable the user to build his/her own work context 
and to coordinate his/her activities with those of the others. Therefore, user awareness 
may be considered the fourth element of the 3C model, which is deeply related to 
communication, coordination and cooperation. 

The relative importance of each of components of the 3C Model depends on the objec-
tives pursued by specific types of collaborative systems. For instance, Mediaspaces 
[M1] emphasize informal communication to enhance team awareness, usually support-
ing no cooperation and restricted coordination functionalities for controlling of the si-
multaneous use of communication channels.  Workflow Systems [E1], on the other 
hand, emphasize coordinated communication allowing groups of people execute, 
monitor, and coordinate the flow of work cases within a distributed office environ-
ment. 

The applications available for Computer-Supported Collaborative Work (CSCW) can 
be classified depending on how the support for collaboration is related to the applica-
tion implementation. They can be seen as collaboration-aware or collaboration-unaware 
applications [RS1]. 

3.2  Collaboration-unaware Applications 

Collaboration-unaware applications are originally developed to be single user applica-
tions, but may be used collaboratively by means of an external support system. This 
external support system may be an application-sharing system, such as Microsoft 
Windows NetMeetingTM, or a GUI event multiplexing system. In the application-
sharing approach only one instance of the application is running on one user’s ma-
chine, the application server,  under the control of the application-sharing package. 
This package is responsible for broadcasting application's output (windows’ contents) 
to all connected users,  gathering all users’ inputs, serializing these into one single in-
put stream which is then passed to the application that operates as if a single user was 
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controlling it. In the GUI event multiplexing system, all users are running an instance 
of the application, with a special interface layer between the application’s GUI and its 
event handler. This layer broadcasts all GUI events to connected users which inter-
prets all received remote events as if they had been generated by the local user. In both 
cases the applications do not explicitly support collaboration; they are implemented as 
single user applications [T1]. 

The main common advantage of all collaboration-unaware schemes is that no specifi-
cally developed version of the application for collaboration is necessary; standard ap-
plications can be immediately used collaboratively.  

3.3  Collaboration-aware Applications 

Collaboration-aware applications, on the other hand, are specially developed or 
adapted to support collaboration. They typically constitute distributed systems, with 
centralized or replicated data sharing, where each user has access to a locally executed 
application instance. All running applications are connected to a server process, in a 
client/server architecture, or interconnected, peer-server or peer-peer, and exchange 
information over designated communication channels. All the peers are aware of the 
communication channels shared with its peer applications; which information is ex-
changed among them; the number of connected peers and their role in the collabora-
tion; and the coordination policies adopted by the group.  

3.4  Levels of Collaborative Applications 

The methodology used for the development of the CEE is based on 3C collaboration 
model. This approach is denominated Groupware Engineering, which is based on 
Software Engineering, enhanced by concepts originated from the field of CSCW and 
related areas. The Groupware Engineering cycle is based on the spiral software devel-
opment model, which combines the classical sequential model and the iterative behav-
ior of incremental prototyping. The phases of groupware development used are Do-
main Analysis, Requirement Analysis, Design, Implementation and Testing [FR1]. In 
order to better define our solution and its requirements, it is necessary to define the 
collaboration needs of the Offshore Engineering projects scenario and which kind of 
collaborative application should be used. 



 

 11 

Figure 8. Hierarchy of collaborative applications. 

The model presented in [SR1], defines hierarchical levels for collaboration resources 
(Figure8) that serves as a guideline to for the incremental development of collaborative 
applications. At each level, different collaboration degrees are supposed.     

At level 0, no support for collaboration is defined. At level 1, called video-based 
awareness, a higher degree of communication is achieved with integrated audio and 
videoconferencing system to the solution. At this level, the collaboration scenario is 
not complete, since the peer users are not able to interact with each other’s application. 
At level 2, a degree of cooperation and coordination is possible, given the user capa-
bilities to interact with the remote workspace. Level 3 gives collaboration support to 
applications that were originally developed to be single user, and do not provide ex-
plicit support for that (collaboration unaware). Applications at level 4 are similar to 
level 3, but the support for collaboration is provided by distributed applications espe-
cially developed for that purpose (collaboration aware). At level 5, a framework for 
interoperability among different applications should be provided. 

It is important to mention that the lower levels, 1 and 2, though having poorer collabo-
rative resources, are easier to implement and, in some cases, are the only feasible solu-
tions due to the available infrastructure and budget constraints. Moreover, in some 
cases where the most important tools used in the environment are commercial soft-
ware with non-extensible functionalities it is not possible to reach higher collaboration 
levels, which require intrusive interventions in the software. Based on the description 
of the problem we can say that our CEE should constitute an application between lev-
els 4 and 5 depending on the degree of interoperability that will be supplied to the us-
ers by the middleware component. 

Level 5 
interoperable collab 

application 

Level 4 
collaboration-aware applica-

tion 

Level 3 
collaboration-unaware 

Level 2 
software-based awareness 

 

Level 1 
video-based awareness 

 

Level 0 
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4  Collaborative Problem Solving Environments  

A Problem Solving Environment (PSE) is a specialized software system that provides 
all the computational facilities needed to solve a target class of problems. These fea-
tures include advanced solution methods, automatic and semiautomatic selection of 
solution methods, and ways to easily incorporate novel solution methods. Moreover, 
PSEs use the language of the target class of problems, so users can run them without 
specialized knowledge of the underlying computer hardware and software technology 
[HG1].  

PSEs have been built for a number of scientific domains. For example, Parker et al. 
[PM1] describe SCIRun, a PSE that allows users to interactively compose, execute, and 
control a large-scale computer simulation by visually “steering" a dataflow network 
model. SCIRun supports parallel computing and output visualization, but originally 
has no mechanisms for experiment managing and archiving, optimization, real-time 
collaboration, or modifying the simulation models themselves. 

Klie et al. [KB1] proposes a PSE composed of high performance numerical methods, 
tools and grid-enabled middleware system for scalable and data-driven computations 
for multiphysics simulation and decision-making processes in integrated multiphase 
flow applications for oil reservoir management. 

Collaborative Problem Solving Environments (CPSE) focus on the development and 
integration of scientific tools and technologies coupled with collaborative environ-
ments to support the modeling and simulation of complex scientific and engineering 
problems. These capabilities enable engineers to easily setup computations in an inte-
grated environment that supports the storage, retrieval, and analysis of the rapidly 
growing volumes of data produced by computational studies.  

Experience in dealing with large-scale engineering design and analysis problems has 
indicated the critical need for CPSEs with four distinguishing characteristics:  

1. interoperability facilities to integrate different applications;  

2. support for human collaboration; 

3. transparency for the use of distributed resources; 

4. advisory support to the user.  

In principle, CPSEs can solve simple or complex problems, support both rapid proto-
typing and detailed analysis, and can be used both in introductory education and at 
the frontiers of science and engineering [DB1]. 

The integration of effective graphical user interfaces, Scientific Visualization, and Vir-
tual Reality techniques, Analysis and Modeling Tools aid in the automation of model-
ing analysis and data management. To enhance engineers ability to share information 
and resources with colleagues at remote locations, collaborative and real-time tech-
nologies integrated into a CPSE provide a unified approach to the scientific and engi-
neering discovery and analysis process. 

As we have mentioned our CEE is a specialized CPSE tailored for assisting the control 
and execution of engineering projects in the oil&gas industry. Based on our previous 
works in the related area [SV1], and on an analysis of the domain of Offshore Engi-
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neering as our prototype scenario, we define a set of requirements for a CEE that fol-
lows. 

4.1  CEE Requirements 

The requirements for a CEE, in our case designed as a collaborative-aware application, 
can be defined according to each aspect of the 3C Model [EG1] mentioned earlier. 

1- Communication support – is a fundamental requirement in our scenario. The 
CEE should provide different communication support possibilities: synchro-
nous or asynchronous, enabled in various media types (audio, video and text 
based communication). This should be provided in a seamless way, so that our 
users can start a communication of one or of another type while they are inter-
acting with the CEE. They also should be able to plan a certain time for a spe-
cific communication interaction. The communication support should be inte-
grated to the other tools in the CEE and provide means of recording conversa-
tion and retrieving old ones. This requirement helps user solve their project’s 
problems in critical situation, with fast interaction and negotiation, and it al-
lows the recovery of useful pieces of communication used to solve similar prob-
lems in the past. 

2- Coordination support – at the project management level, multiple and differ-
ent visions of the on-going project must be provided by the CEE. Users have 
different background (e.g. managers, engineers) and need different types of in-
formation to execute their duties. Project management should also be feasible.  

3- Cooperation and flexibility support – there should exist flexible process mod-
eling support, like dynamic change of process instances during run-time to 
support dynamically evolving processes, possibility of executing rollback of 
processes (reset, redo, undo, recover, ignore, etc), reuse of process fragments 
and component libraries. The cooperation support must provide different lev-
els of data access: local and distributed, shared, public and private access, ver-
sioning control of engineering models and related data, concurrency control 
and synchronization. It is also necessary to provide support for different types 
of data interchange, concurrent work on shared copies, change propagation, 
and physically shared data access. Different types of model visualization 
should also be available at the CEE, as well as some data management infra-
structure related to these models, like real-time simulation and visualization of 
3D models, possibilities of walkthroughs in the models, object interaction and 
manipulation, edition and planning and also access to organizational work his-
tory. 

4- Awareness – there are different types of awareness support that can be fore-
seen in a CEE. In our scenario, the most important ones are:  

a. event monitoring – observes what is going on in all separate parts and 
provide active notification to the right person, at the right time and the 
right sub-system;  

b. workspace awareness in the virtual environment – provides control of 
collaborative interaction and changing of the user location;  

c. mutual awareness – allows users see each other’s identity and observe 
each other’s actions;  
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d. group awareness – facilitates the perception of groups of interest con-
necting people who need to collaborate more intensely. 

5- Integration Management Infrastructure – at this level, several smaller services 
should be available in order to guarantee the data and modeling persistency, 
and the different levels of access control to different user roles in our scenario. 
Here we include the shared workspace and results service, access control ser-
vice, user management service, data synchronization service, security service 
and software mediators. 

6- CVE specific requirements – high performance and scalability are important 
aspects of VE architectures  intended to support execution of large shared vir-
tual worlds over long periods of time, especially when the virtual worlds vary 
widely in size and number of participants; a persistence mechanism to save 
and restore world state between activations; version-safe updating mecha-
nisms, because large and long-lived virtual worlds tend to incorporate different 
versions of the same components; composability, so that one may easily and ef-
fectively combine worlds and world components developed by different or-
ganizations; dynamic extensibility, i.e., to as large an extent as possible, the ar-
chitecture must permit the seamless run time extension and replacement of any 
part of its hosted application. 

In the following sections we present the CEE components that help us to fulfill the 
previous mentioned requirements. 

5  Business and Scientific Workflows 

5.1  Business Workflows (BWfMS) 

In [E1] Ellis presents Workflow Management Systems (WfMS) as a tool to assist in the 
specification, modeling, and enactment of structured work processes within organiza-
tions. These systems are a special type of collaboration technology which can be de-
scribed as “organizationally aware groupware” [EN1]. According to the Workflow 
Management Coalition (WfMC), a WfMS is “the computerized facilitation or automa-
tion of a business process, in whole or in part, during which documents, information 
or tasks are passed from one participant to another for action, according to a set of pro-
cedural rules” [W1], [W2]. 

A WfMS contains two basic components:  

1- Workflow modeling component, which enables administrators and analysts 
to define processes (or procedures) and activities, analyze and simulate 
them, and assign them to people, agents or processes. This component is 
sometimes called “specification module” or “build time system”.  

2- Workflow execution component (or enactment), sometimes also called the 
“run-time system”. It consists of the execution interface seen by end-users 
and the “workflow engine”, an execution environment which assists in co-
ordinating and performing the processes and activities. It enables the units 
of work to flow from one user’s workstation to another as the steps of a 
procedure are completed. Some of these steps may be executed in parallel; 
some executed automatically by the computer.   
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Typically, a workflow system is implemented as a server machine which has and in-
terprets a representation of the steps of the procedures and their precedences; along 
with client workstations, one per end-user, which assists the user in performing proc-
ess steps. This is typically combined with a network and messaging system (or com-
munication mechanism) to allow the server to control and/or to interact with end-user 
workstations. Also included is a database that stores the process representation, attrib-
utes of end-users, and other pertinent workflow information. Many of the workflow 
products are combined with imaging and/or Document Management Systems (DMS). 

There are different types of workflows, which suit different organizational problems. 
They are: 

1- Production workflow – the key goal is to manage large numbers of similar 
tasks, and to optimize productivity.  

2- Administrative workflow – its most important feature is the ease to define the 
process. Flexibility is more important than productivity, and these systems 
handle one or two orders of magnitude lower numbers of instances per hour 
than Production Workflow Systems. 

3- Collaborative Workflow – focuses on teams working together towards common 
goals. Groups can vary from small, project-oriented teams, to widely dispersed 
people with interests in common. Effective use of collaborative workflow to 
support team working is now considered a vital element in the success of en-
terprises of all kinds. Throughput is not an important consideration, and Proc-
ess Definitions are not rigid and can be amended frequently. 

4- Ad-hoc Workflow – allows users to create and amend Process Definitions very 
quickly and easily to meet circumstances as they arise. So it is possible to have 
almost as many Process Definitions as there are instances of the definitions. It 
maximizes flexibility in areas where throughput and security are not major 
concerns. Whereas in Production Workflow, clearly the organization owns the 
process, Ad-Hoc Workflow users own their own processes. 

The type of workflow used in this work is called Adaptive Workflow and follows the 
definition of Collaborative and Ad-hoc Workflow plus some additional characteristics. 
This kind of workflow enables the coordination of different types of exceptions, dy-
namic change problems and possibilities of late modeling and local adaptation of par-
ticular workflow instances. The support for managing partials workflows present in an 
Adaptive Workflow is very attractive for our purposes because processes in engineer-
ing domains have a very dynamic nature which means that they cannot be planned 
completely in advance and are under change during execution. Furthermore, in con-
trast to well-structured business processes, they are characterized by more cooperative 
forms of work whose concrete process steps cannot be strictly prescribed.  
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Figure 9. WfMC reference model. 

5.1.1  Workflow Components 

To achieve workflow interoperability, the Workflow Management Coalition (WfMC) 
created The Workflow Reference Model that describes FIVE Interface definitions (Fig-
ure 9). 

• Interface 1 (Process Definition) - deals with passing Process Definitions from exter-
nal tools to the workflow engine where they are enacted. This is the link between 
the so-called “Process Definition Tools” and the “Enactment Service”. 

• Workflow APIs (Interfaces 2 & 3) - these interfaces have been combined and cover 
the WfAPIs (Workflow API’s). The support of these interfaces in workflow man-
agement products allows the implementation of front-end applications that need to 
access workflow management engine functions (workflow services). Such imple-
mentations might be written by workflow management exploiters or workflow 
systems integrators (WfSI). Integration between workflow and other desktop tasks 
(calendar, mail, reminders, etc) is often a common target and the workflow APIs al-
low workflow task integration into a common desktop. 

• Inter-Engine Workflow (Interface 4) - defines the mechanisms that workflow prod-
uct vendors are required to implement in order that one workflow engine may 
make requests of another workflow engine to effect the selection, instantiation, and 
enactment of known process definitions by that other engine. The requesting work-
flow engine is also able to pass context data (workflow relevant or application 
data) and receive back status information and the results of the enactment of the 
process definition. As far as possible, this is done in a way that is “transparent” to 
the user. This interface is intended for the use of WfSIs, and not users. As a side ef-
fect of facilitating communication between workflow engines, there is a require-
ment for audit data to be produced. 

• Audit and Monitoring (Interface 5) - the support of this specification in workflow 
products allows analysis of consistent audit data across heterogeneous workflow 
products. During the initialization and execution of a process instance, multiple 
events occur which are of interest to a business, including WfAPI events, internal 
workflow management engine operations and other system and application func-
tions. With this information, a business can determine what has occurred in the 
business operations managed by workflow. 



 

 17 

5.1.2  Process Definition Language 

The WfMC defines a Process Definition as “the representation of a business process in 
a form which supports automated manipulation, such as modeling, or enactment by a 
workflow management system. The Process Definition consists of a network of activi-
ties and their relationships, criteria to indicate the start and termination of the process, 
and information about the individual activities, such as participants, associated IT ap-
plications and data, etc.” [W2]. This reveals the necessity for a Process Definition inter-
change mechanism. First, within the context of a single workflow management system 
there has to be a connection between the design tool and the execution/run-time envi-
ronment. Second, there may be the desire to use another design tool. Third, for analy-
sis purposes it may be desirable to link the design tool to analysis software such as 
simulation and verification tools. Fourth, the use of repositories with workflow proc-
esses requires a standardized language. Fifth, there may be the need to transfer a defi-
nition interchange from one engine to another. 

 

 

Figure 10. Workflow pattern Sequence in XPDL. 

The XML Process Definition Language (XPDL) is a format standardized by the WfMC 
to interchange Business Process definitions between different workflow products like 
modeling tools and workflow engines. XPDL defines a XML schema for specifying the 
declarative part of workflow. This language is a low level language and it can be used 
to model higher level business languages. 

A workflow pattern is a specialized form of a design pattern as defined in the area of 
software engineering. Workflow patterns refer specifically to recurrent problems and 
proven solutions related to the development of workflow applications in particular, 
and more broadly, process-oriented applications. Figure 10 presents an example of Se-
quence pattern [AH1]. 

5.2  Scientific Workflows (ScWfMS) 

Although the above definitions make reference to “Business Process”, WfMS is not 
only employed by business applications. In recent years, several industries have im-
proved their operations through WfMS (improvement of data management and better 
coordination of activities through specific Business and Scientific and Engineering 
Process). However, there are remarkable differences between Business (BWfMS) and 
Scientific Workflows (ScWfMS). In [MW1] the authors identified that in a scientific en-
vironment scientists will typically specify their workflows themselves, while in a busi-

A 

B 
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ness environment, a system administrator is commonly responsible for this task. An-
other characteristic of ScWfMS pointed in their work is the need to trace workflow 
executions. An engineer may need to reuse a workflow in order to reproduce results. 
The operations a user performs on a given data must be recorded in order to provide 
engineers with the benefits of successful and unsuccessful workflows. 

Scientific Workflows (ScWfMS) describe series of structured activities and computa-
tions that arise in scientific problem-solving. In many science and engineering areas, 
the use of computation is not only heavy, but also complex and structured with intri-
cate dependencies. Graph-based notations, e.g., generalized activity networks (GAN), 
are a natural way of representing numerical and human processing. These structured 
activities are often termed studies or experiments. However, they bear the following 
similarities to what the databases research community calls workflows: 

• Scientific problem-solving usually involves the invocation of a number and variety 
of analysis tools. However, these are typically invoked in a routine manner. For ex-
ample, the computations involve much detail (e.g., sequences of format transla-
tions that ensure that the tools can process each other's outputs), and often routine 
verification and validation of the data and the outputs. As data sets are consumed 
and generated by the pre and post processors and simulation programs, the inter-
mediate results are checked for consistency and validated to ensure that the com-
putation as a whole remains on track.  

• Semantic mismatches among the databases and the analysis tools must be handled. 
Some of the tools are designed for performing simulations under different circum-
stances or assumptions, which must be accommodated to prevent spurious results. 
Heterogeneous databases are extensively accessed; they also provide repositories 
for intermediate results. When the computation runs into trouble, semantic roll-
forward must be attempted; just as for business workflows, rollback is often not an 
option.  

• Many large-scale scientific computations of interest are long-term, easily lasting 
weeks if not months. They can also involve much human intervention. This is es-
pecially so during the early stages of process (workflow) design. However, as they 
are debugged, the exceptions that arise are handled automatically. Thus, in the 
end, the production runs frequently require no more than semiskilled human sup-
port. The roles of the participating humans involved must be explicitly represented 
to enable effective intervention by the right person.  

• The computing environments are heterogeneous. They include supercomputers as 
well as networks of workstations. This puts additional stress on the run-time sup-
port and management. Also, users typically want some kind of a predictability of 
the time it would take for a given computation to complete. Making estimates of 
this kind is extremely complex and requires performance modeling of both compu-
tational units and interconnecting networks.  

Consequently, it is appropriate to view these coarse-granularity, long-lived, complex, 
heterogeneous, scientific computations as workflows. By describing these activities as 
workflows, we bring to bear on them the advanced techniques that have been devel-
oped in workflows research. These include sophisticated notions of workflow specifi-
cation and of toolkits and environments for describing and managing workflows. In 
this way, Scientific Workflows will be to Problem-Solving Environments (PSE) what 
Business Workflows are to Enterprise Integration (EI).  
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Scientific workflows often begin as research workflows and end up as production 
workflows. Early in the lifecycle, they require considerable human intervention and 
collaboration; later they begin to be executed increasingly automatically. Thus in the 
production mode, there is typically less room for collaboration at the scientific level 
and the computations are more long-lived. During the research phase, scientific work-
flows need to be enacted and animated (fake enactment) far more intensively than 
business workflows. In this phase, which is more extensive than the corresponding 
phase for business workflows, the emphasis is on execution with a view to design, and 
thus naturally includes iterative execution. The corresponding activity can be viewed 
as a “Business Process Engineering” (BPE). For this reason, the approaches for con-
structing, managing, and coordinating process models will be useful also in scientific 
settings.  

The characteristics, requirements and differences between business and scientific 
workflows are still being discussed. In two recent events, the Scientific Data Frame-
work Workshop [SD1] and the e-Science Workflow Services [EW1], scientific work-
flows issues like workflow representation, parallelism, service composition, service 
description, scripting language support to manage runtime execution, mapping to re-
sources, business workflow languages, among others were debated. As pointed out in 
these events, ScWfMS are more data-flow oriented while BWfMS are more control-
flow oriented. BWfMS require the coordination of a number of small messages and 
document exchanges. In ScWfMS usually no documents undergo modifications. In-
stead, often a dataset is obtained via analysis and transformation of another dataset. 
BWfMS need complex control flow, but they are not data-intensive pipelines. On the 
other hand, ScWfMS must deal with the heterogeneity, complexity, volume, and 
physical distribution of scientific data. In addition to these data problems, ScWfMS of-
ten deal with legacy or third-party programs, which can also be heterogeneous, and 
possible with no source code available. 

5.3  Workflow Integration with other technologies 

In the literature there are a lot of proposals concerning integration of a WfMS and 
other technologies. [J1] proposes the combination with a Document Management Sys-
tem. He suggests the creation of a new data-oriented perspective for the WfMS, cen-
tered on the documents and data produced during the execution of tasks, in order to 
improve the coordination and cooperation support for engineering processes.  

[WV1] proposes the junction with a Geographic Information System to combine a 
data-oriented view with a process-oriented view aiming to support the complex cycle 
of process and data modeling in environmental-related geoprocessing applications. 
This integration is very suitable for our solution because many activities in Offshore 
Engineering require the use of geo-referenced data. 

6  Multimedia Collaborative Virtual Environment 

6.1  Multimedia Collaborative Systems 

Audio and video communications are fundamental components of collaborative sys-
tems [IT1]. Audio is an essential channel for supporting synchronous work, and video 
is important to provide a sense of co-presence facilitating negotiation tasks. 
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MMCS such as Videoconferencing Systems (VCS), contain no knowledge of the work 
processes, and therefore are not “organizationally aware”. These systems are best 
suited for unstructured group activities once that audiovisual connectivity and shared 
documents enable flexible group processes. The drawback is that all coordination tasks 
are left to the conference participants [RS1]. The combination of VCS and WfMS can 
support problems which cannot be well supported by each one of them isolated. Em-
bedding synchronous teamwork as part of the workflow produces a complementary 
way of conducting project activities. Such integration would enable a continuous 
stream of tasks and activities in which fast, informal, ad hoc, and direct actions can be 
taken through conferences within the usual formal workflow. 

The integration of MMCS systems into a WfMS is not new; [WP1] proposed the inte-
gration of a VC tool into a WfMS in order to furnish a synchronous collaboration work. 
To allow the coordination of the conference by the WfMS he suggests the creation of 
new entity in the workflow model, called “conference activity”. Another important 
aspect is the time dimension. Conferences that are already planned at the time of the 
creation of the workflow are called pre-scheduled, while an ad-hoc conference is the 
one that was not foreseeable at the time when the workflow model is specified. This 
implies that in the former case some of the steps can be formally prescribed in the 
WfMS providing a tighter control of the results and documents generated during the 
conference section by the workflow engine, while in the later the results of the section 
should be updated by the users in the system. 

6.2  Collaborative Virtual Environments 

The terms Virtual Environment (VE) and Virtual Reality (VR) are often used synony-
mously to describe a computer-generated, artificial environment or reality that is pre-
sented to a user. A VE tries to evoke a strong sense of reality in the user. This is 
achieved by the generation of artificial input to the user’s visual, acoustic and haptic 
senses. 

By interfacing some of the user’s articulations in the real world back into the VE, the 
user can consciously interact with the environment. Typically, interfaces to direct-
manipulation devices are used, but nowadays more advanced interaction techniques 
like speech and gesture recognition have become a major research interest. 

The generation of high-quality visual feedback from the virtual environment is often 
considered the most important aspect in generating a high degree of immersion. The 
desire to increase the degree of immersion led to the development of sophisticated im-
age generators and display devices. Beginning with low-resolution monoscopic CRT 
displays used in early flight simulators and image generators that where capable of 
rendering only a few hundred polygons per second, the development progressed to-
ward today’s high-resolution stereoscopic display systems like the CAVE [CS1] and 
readily available graphic cards that render hundreds of  millions of polygons per sec-
ond. 

Parallel to the development of new display devices, image generators and input de-
vices, various toolkits and application frameworks are developed. They provide a ba-
sic software infrastructure for the development of VE applications. The main goal of 
these efforts is the maximization of software reuse in order to minimize the necessary 
development resources for application development. Designed for different applica-
tion domains, the only common nominator of most toolkits and frameworks is a scene-
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graph based object model. The provided API, the supported hardware and operating 
systems and the set of supported display and input devices vary greatly. 

Collaborative Virtual Environments (CVEs) are a special case of Virtual Reality Envi-
ronments [T2], where the emphasis is to provide distributed teams with a common vir-
tual space where they can meet as if face-to-face, co-exist and collaborate while sharing 
and manipulating, in real-time, the virtual artifacts of interest [GL1]. They can be seen 
as the result of a convergence of research interests within the Virtual Reality and 
Computer Supported Cooperative Work (CSCW) communities. CVEs are becoming 
increasingly used due to a significant increase in cost-effective computer power, ad-
vances in networking technology and protocols, as well as database, computer graph-
ics and display technologies. They have been used mainly by automotive and aircraft 
manufactures aiming to improve the overall product’s quality and also aiming to re-
duce project’s life cycle, cutting down costs and reducing the time-to-market of new 
products. Examples of applications are Visualization of real-time simulation of 3D 
Complex Phenomena, Collaborative Virtual Design and Product Development, Train-
ing and Edutainment, Telepresence and Telerobotics, Business meetings among others. 

Studies of a cooperative work in real-world environments have highlighted the impor-
tant role of physical space as a resource for negotiating social interaction, promoting 
peripheral awareness and sharing artifacts [BH1]. The shared virtual spaces provided 
by CVEs may establish an equivalent resource for telecommunication. In teleimmer-
sive environments (TE), a VCS is integrated with a CVE to provide collaborators at re-
mote sites with a greater sense of presence in the shared space [LJ1]. TEs may enable 
participants to discuss and manipulate shared 3D models and visualizations in such a 
way that each user can adopt their own viewpoint and can naturally indicate the oth-
ers where they look and point. Scientific visualization has also been used in many ap-
plication areas and has proven to be a powerful tool in understanding complex data 
[FB1]. Those characteristics of TEs are very important for Virtual Prototyping as in pro-
jects of oil production units explained in section 2. 

The development of CVE technology has been driven mainly by the challenge of over-
coming technological problems such as photo realistic rendering and supporting mul-
tiple users in CVEs. Once those users are geographically distributed over large net-
works like the Internet, and the number of users has been increasing continuously, 
scalability turns to be a key aspect to consider for real-time interactions [LM1].  

Other important aspects are composability and extensibility or dynamic reconfigura-
bility for assembling applications and improving adaptability of system at runtime 
with component-based system design, plug-ins functionality and service discovery 
mechanisms. In order to support the execution of CVEs with large-scale virtual worlds 
over long periods of time, they must be based on technologies that allow them to 
adapt, scale and evolve continuously. VE applications offer an almost limitless number 
of opportunities for the inclusion of plug-in technology. Graphical plug-ins may gen-
erate 3D models on the fly; network plug-ins may provide support for new protocols 
and filtering schemes; plug-ins for physical simulation may introduce previously un-
known forces that improves the reality of the simulation. Persistence and portability 
aspects have also to be considered in order to guarantee the ability of building reusable 
large virtual worlds commonly needed in engineering projects. 

The following VE projects provided us very important insights that we adopted in our 
solution. Next follows a brief review of the most important aspects of them. 
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6.2.1  AVANGO 

Avango [T2] is a Distributed Virtual Environment (DVE) developed by the German 
National Research Center for Information Technology (GMD). It is ostensibly an object 
oriented framework built atop of Performer for constructing networked virtual envi-
ronments (Figure 11). 

The major subsystems (interaction, graphics, networking) in a VR application are inte-
grated into one. It provides a replicated scene graph across the network. The objects 
can be instantiated as either local or distributed (public or private). It defines two cate-
gories of object: 

• Nodes – define scene graph elements for rendering; 

• Sensors – import external device data into the application. 

 

Figure 11. AVANGO model. 

Avango is built on a dataflow model using fields within the objects to support a ge-
neric streaming interface. The dataflow graph defines the behavior of the objects in the 
world. Avango has a C++ API and a binding to an interpreted language, Scheme. 
Typically complex and performance critical functionality is implemented in C++. From 
then on, the application is implemented using Scheme scripts. Avango uses a process 
group model. Each group member is guaranteed to receive the delivery of network 
messages in exactly the same order. In addition, when a new member joins the group, 
all communication is suspended until the new member's state is updated. This guaran-
tees state consistency. 

6.3  CAD Visualization 

ENVIRON (ENvironment for VIRtual Objects Navigation) [RC1], is a tool developed to 
facilitate the use of CAD models in VR applications. It is a system composed of a 3D 
environment for real time model visualization, and exportation plugins, which trans-
late model data from other applications into a format that can be understood by 
ENVIRON (Figure 12). 

This allows ENVIRON to view and interact with different kinds of 3D data, as long as 
they are in a format which ENVIRON may import or exported. Currently there are 
DGN [B1] and a 3ds Max [A1] exporter developed, respectively, as MicroStation and 
3ds Max plugins. The goal of MicroStation plugin is not only to convert DGN files into 
a graphic format that enables the real time interaction and navigation in the CAD 
model, but also to recover and export the semantic information associated to the CAD 
objects. In parallel, the 3dsmax plugin enables the use of more photo-realistic models, 
not necessarily generated by a CAD tool. 
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To enable the use of ENVIRON in VR environments with different kinds of devices, 
we developed an independent tool, called ViRAL (Virtual Reality Abstraction Layer), 
which may also be used with other VR applications. ViRAL is a tool designed to facili-
tate the development of VR applications. Applications developed with ViRAL are de-
vice independent, because ViRAL abstracts the context in which the application will be 
executed. The application doesn’t have to know, for example, in how many windows, 
with how many users, or with which devices it is going to function. All these un-
knowns are configurations defined by the application operator, making it possible to 
execute the same application in different VR systems without the necessity to modify 
the application. ViRAL has a graphical user interface used to configure all devices, 
displays, projections and scenes. 

 

Figure 12. ENVIRON screenshot. 

An important feature for a VR system, when working with CAD generated models, is 
the ability to move, rotate and scale objects during the visualization, and also to meas-
ure distances. This is interesting for various purposes, like joining different models in a 
scene, testing the placement of equipment on a plant, or permitting the visualization of 
hidden portions of the model (Figure 13). 

 

Figure 13. Moving an object in ENVIRON using a gizmo object. 
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7  Service-Oriented Architecture 

Service-Oriented Architecture (SOA) is a style of architecting software systems by 
packaging functionalities as services that can be invoked by any service requester 
[HK1], [O1]. An SOA typically implies a loose coupling between modules. Wrapping a 
well-defined service invocation interface around a functional module hides the details 
of the module implementation from other service requesters. This enables software 
reuse and also means that changes to a module’s implementation are localized and do 
not affect other modules as long as the service interface is unchanged. Once services in 
SOA are loosely coupled, applications that use these services tend to scale easily be-
cause there are few dependencies between the requesting application and the services 
it uses. The adoption of an SOA will produce a dramatic reduction of technology de-
velopment costs by leveraging functions already built into legacy systems, by reusing 
services developed for other process, and by simplifying maintenance and support 
through elimination of redundant, siloed applications. Indeed SOA architectures are 
becoming a popular and useful means of leveraging Internet technologies to improve 
business processes in the oil&gas industry nowadays [GF1], [SB1]. 

 

Figure 14. Service-oriented terminology: from IBM RedBooks [EA1] 

In service-oriented design a service is generally implemented as a course-grained, dis-
coverable software entity that exists as a single instance and interacts with applications 
and other services through a loosely-coupled, message-based communication model. 
The following definitions comprise important service-oriented terminology (Figure 
14): 

• Services: logical entities, with contracts defined by one or more published inter-
faces. 

• Service provider: network-addressable software entity that implements a service 
specification. Accepts and executes requests from consumers. It publishes its ser-
vices and interface contract to the service registry so that service consumer can dis-
cover and access.  

• Service consumer (or requestor): an application, a software module or another ser-
vice that requires a service from a service provider. It initiates the enquiry of the 
service in the registry, binds to the service over a transport, and executes the ser-
vice function. The service consumer executes the service according to the interface 
contract. 

• Service locator: a specific kind of service provider that acts as a registry and allows 
for the lookup of service provider interfaces and service locations. 
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• Service broker: a specific kind of service provider that can pass on service requests 
to one or more additional service providers. 

• Service registry: the enabler for service discovery. It contains a repository of avail-
able services and allows for the lookup of service provider interfaces to interested 
service consumers. 

 

Figure 15. Collaborations in SOA: from IBM RedBooks [EA1] 

SOA constitutes an approach for building distributed systems that deliver application 
functionality as services to either end-user applications or other services. The collabo-
rations in SOA follow the “find, bind and invoke” paradigm (Figure 15) where a ser-
vice consumer performs dynamic service location by querying the registry for a service 
that matches its criteria. If the service exists, the registry provides the consumer with 
the interface contract and the endpoint address for the service.  

The “find, bind and invoke” paradigm presents some drawbacks. First, the point-to-
point nature of interaction between services means that service consumers often need 
to be modified whenever the service provider interface changes. This is often not a 
problem on a small scale, but in large enterprises it could mean changes to many client 
applications. It can also become increasingly difficult to make such changes to legacy 
clients. Second, it can lead to a fragile and inflexible architecture when a large number 
of service consumers and providers communicate using point-to-point “spaghetti” 
style connections. Last, every new deployed service requires that each service con-
sumer has a suitable protocol adapter for that new service provider. Having to deploy 
multiple protocol adapters across many client applications adds to cost and maintain-
ability issues. 
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Figure 16. ESB Conceptual model: from IBM RedBooks [EA1] 

7.1  Enterprise Service Bus 

An Enterprise Service Bus (ESB) is a pattern of middleware that unifies and connects 
services, applications and resources within a business (Figure 16). ESB is a platform 
built on the principles of SOA and other open standards to help applications integrate 
seamlessly. Put another way, it is the framework within which the capabilities of a 
business' application are made available for reuse by other applications throughout the 
organization and beyond. The ESB is not a new software product, it's just a new way of 
looking at how to integrate applications, coordinate distributed resources and manipu-
late information. Unlike previous approaches for connecting distributed applications, 
such as RPC or distributed objects, the ESB pattern enables the connection of software 
running in parallel on different platforms, written in different languages and using 
different programming models. 

A basic ESB provides a messaging infrastructure along with basic transformations and 
routing. It mainly uses open standards like web services enabling application to talk. 
ESB is a centralized, scalable, fault-tolerant, service-messaging framework that: 

• Provides a transparent means for communicating with heterogeneous services over 
a diverse set of message protocols. 

• Provides a shared messaging layer by which enterprise engineering applications, 
services, and components can connect and communicate. 

• Can transmit messages synchronously or asynchronously to service endpoints and 
intelligently transform and secure the message content to meet the requirements of 
each service endpoint. 

• Provides sophisticated error recovery, allowing for failed message delivery, scal-
ability problems, duplicate messages, network failure, etc. 

The main aim of the Enterprise Service Bus is to provide virtualization of the enter-
prise resources, allowing the business logic of the enterprise to be developed and man-
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aged independently of the infrastructure, network, and provision of those business 
services. Resources in the ESB are modeled as services that offer one or more business 
operations. Implementing an Enterprise Service Bus requires an integrated set of mid-
dleware services that support the following architecture styles: 

• Service-oriented architectures, where distributed applications are composed of 
granular re-usable services with well-defined, published and standards-compliant 
interfaces. 

• Message-driven architectures, where applications send messages through the ESB 
to receiving applications. 

• Event-driven architectures, where applications generate and consume messages 
independently of one another  

Concerning the difficulties in building an effective CEE, mentioned in the Introduc-
tion, the use of an Enterprise Service Bus (ESB) will furnish the entire system infra-
structure to enable distributed execution of applications as well as system interopera-
bility.  

8  CEE Architecture and Application Scenarios  

Our proposed CEE has component-based architecture in order to facilitate the reuse of 
elements. The architecture of the CEE uses a ScWfMS as its kernel while the MMCS, 
CVE and the other components are seamlessly accessed through the ESB according to 
the collaborative necessities of the teamworkers.  

When the service-oriented approach is adopted for designing the CEE, every compo-
nent, regardless of its functionality, resource requirements, language of implementa-
tion, etc., provides a well-defined service interface that can be used by any other com-
ponent in the environment. The service abstraction provides a uniform way to mask a 
variety of underlying data sources (real-time production data, historical data, model 
parameters, reports, etc.) and functionalities (simulators, optimizers, sensors, actua-
tors, etc.). A Workflow, actually, in our context, a Scientific Workflow, is composed by 
coupling service interfaces in the desired order. These workflows specifications are 
created through a graphical or textual front end and the actual service calls are gener-
ated automatically and have their execution controlled by the workflow engine (Figure 
17). 

 

 

Figure 17: CEE architecture. 
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The integration of the WfMS and MMCS follows the same approach suggested by 
[WP1]. We have developed a multiplatform videoconferencing tool, CSVTool [PR1] 
(Collaboration Supported by Video). The use of a custom tool allows a tight integration 
of this service into the collaborative system, with no duplication of session-
management functionalities, and the direct control of audio and video streams accord-
ing to the coordination policies defined. CSVTool is implemented with JMF (Java Me-
dia FrameworkTM from Sun), which employs a high-level source code and abstracts 
codecs and transmission protocol details. It was designed with the goal of providing 
integrated multimedia communication to collaborative applications, but can also be 
used as an independent videoconferencing tool. 

Besides the transmission of audio and video on multi-participant, multi-platform ses-
sions, CSVTool provides some interesting features: 

• the video stream sent by each participant can be switched from the image captured 
by the camera to the captured screen, to allow the use of video for remote display 
of the interface operation or for the presentation of other contents on the screen 
and for consistency checks; 

• a textual chat tool, which is providential in some situations (for instance, when 
somebody is having problems with capture devices); 

• snapshots, useful for documenting the work session. 
 

All the consistency, adequacy and compatibility of the shared data among its users 
should be done by the kernel of the CEE, in order to avoid, or at least to diminish, non 
useful iterations during the project’s life cycle. The ability of reusing partial workflows, 
which were previously stored in the system with some guidelines, provide an opti-
mized usage of the available computational resources and also a better control of the 
costs and time scheduling. 

Next as a proof of concept we present a scenario for the use of the proposed CEE to 
implement a collaborative visualization of CAD models.  

8.1  Collaborative CAD Visualization 

The implementation of a Collaborative CAD Visualization system is straightforward in 
CEE, since the group communication mechanism, session management and concur-
rency control can be easily implemented as service providers for the ESB. Those ser-
vices compose the Collaboration Bus service previously mentioned in the Introduction. 
The transparency of data location can also be achieved provided that a data manage-
ment service is supplied. The ScWfMS contains the “Engineering Process” definition 
for the collaborative visualization and has all the information about the data and the 
users that will participate in the collaborative session. Bellow we show a scheme of the 
solution implemented with the CEE (Figure 18). If necessary the users can start a vid-
eoconference to help them solve possible conflicts.  

 



 

 29 

 

 

Figure 18: Collaborative CAD Visualization CEE session. 

9  Conclusions 

This paper presented an SOA of the CEE that we are currently developing. As a proof 
of concept we are developing a prototype that will be used by the Offshore Engineer-
ing group at Petrobras.  

Through the use of the CEE we have build an effective collaborative environment that 
will allow users to easily mitigate their problems that usually happen during the exe-
cution of large and complex engineering projects. We also intend to improve the effec-
tiveness of the use of VR technology once that it will be easily integrated into the 
workflow of the team workers. We conclude that our CEE  constitutes an effective Col-
laborative Problem Solving tool for the engineers in our company. 

Although this work is focused on a solution for Offshore Engineering projects, we be-
lieve that the proposed CEE could also be used in other areas as well. 
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