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ABSTRACT: 

 

Camera calibration is an important step in computer vision algorithms to interpret and reconstruct the three-dimensional structure of 

a real scene from a set of digital pictures or videos. Captured images are blended via computer vision techniques with synthetic 

images from scene models in order to render new applications, called augmented reality applications. Among the many uses for this 

technology this work has particular interest in those applications concerning augmented visits to buildings. These applications, 

produce images of buildings — typically old structures or ruins —reconstructed from virtual models inserted into captured pictures, 

allowing one to visualize the original appearance of those buildings. This work proposes an efficient, semi-automatic method to 

perform such reconstruction and to register virtual cameras from real pictures and models of buildings. This method makes it 

possible to compare photos and models through direct superimposition and to perform a three-dimensional navigation between the 

many registered pictures. Our method requires user interaction, but it is designed to be simple and productive. 

 

 

1. INTRODUCTION 

In photography collections on a same subject stored in data 

files, very often the file names carry little or no information 

about their specific contents. This makes storing and searching 

for pictures by content a difficult task.  

 

With the possibility of 3D registration, many search 

functionalities for a given picture based on a region of the 

virtual scene can be developed in order to facilitate the 

management of image sets. The proposal of a three-dimensional 

picture filing system is not original, but what we propose herein 

is an application aimed at the cultural heritage context, focusing 

on the demands and the users involved in this field. For 

instance, in the case of incomplete buildings or ruins, it is 

possible to use a three-dimensional model of the finished 

building according to its historical registers, creating an 

augmented reality application in which real pictures can be 

compared with the complete virtual model. 

 

The main functional requirements for the proposed application 

are: interactive positioning of virtual cameras based on a sparse 

set of pictures and computer models; ability to register the 

several reconstructed cameras in the synthetic scene; and 

finally, three-dimensional navigation among the registered 

cameras. The proposed technique assumes a known geometric 

model of the building and presents original techniques to 

position the pictures in relation to the model. 

 

Camera reconstruction is one of the critical issues of computer 

vision. It consists in retrieving parameters that define the 

mathematical model of a camera (known as virtual camera) 

from the image of a real scene. Our method approaches the 

problem of computing the camera positions from a single 

picture, without using calibration markers applied to the 

building scene.  To allow for a general position system the user 

must interactively navigate in the virtual model to provide an 

approximate camera position.  

 

The proposed method uses integrated techniques that help the 

user create a set of corresponding features throughout digital 

images and the virtual model of a building. Based on these 

associations, the position of the camera that originated the real 

picture related to the model can be retrieved, thus providing 

navigation possibilities over the image set provided.  

 

Although we propose a semi-automatic method, our basic rule 

is to demand little user interaction, minimizing the user’s 

efforts. The interface concept proposed allows the user to 

handle only the image in order to perform the detection of 

associations with points of the world – direct associations 

between segments of the image and the model are not 

necessary. Nonetheless, camera reconstruction can also be made 

through a set of image-model associations explicitly provided 

by the user. 

 

The test application implemented provides a retrieval solution 

and camera registration based on the semi-automatic matching 

between CAD models and pictures. The application provides 

tools to compare them, and a new three-dimensional navigation 

experience over the several pictures registered. 

 

The case study presented involves a set of pictures and a model 

of a monastery from the 17th century, currently in ruins. 

However, as will be seen, there are no restrictions regarding the 

type of model used. Therefore, it is also possible to use models 

of objects whose structure is more precisely known, such as 

engineering or CAD models of modern buildings. 

 

The paper is organized as follows: the next section summarizes 

the two main references related to this work and points out the 

differences in our proposal. In Section 3 the pre-processing 

steps required to the main method are presented. In Section 4 
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the camera position recovery technique is presented. Results 

obtained with our case study are shown in Section 5. Finally, 

conclusions and future work are presented in the last section.  

 

 

2. RELATED WORK 

Two photogrammetric systems have inspired the present work: 

Microsoft’s Photosynth (Microsoft Live Labs, 2008)  originated 

by Noah Snavely’s work (Snavely et al., 2006), and Façade, 

proposed by Paul E. Debevec (Debevec, 1996). 

 

Photosynth’s input is a dense set of pictures of an object with 

overlapping regions. It retrieves clouds of three-dimensional 

points and camera models of these pictures based only on the 

matching features among them, which are calculated using the 

RANSAC (Fischer and Bolles, 1981) and SIFT (Lowe, 2004) 

algorithms. After matching features are located automatically, 

epipolar geometry is used to compute the fundamental matrix 

and retrieve world points, being refined according to the 

number of matches found. Even though this technique is 

successful, presenting efficient results especially regarding 

camera retrieval, it imposes an operational condition that is not 

desired in the present work: it assumes the availability of a 

dense set of pictures with overlapping regions, and it requires a 

long processing time.  

 

Façade, on the other hand, adopts a semi-automatic approach in 

which a sparse set of pictures is used and the model’s geometry 

is partially known. The camera model is reconstructed with the 

purpose of retrieving the proportions from a parametric model 

that was previously created by the user, associating several 

marks in several images. Debevec was based especially on 

(Taylor and Kriegman, 1995) to reconstruct the three-

dimensional structure of a scene based on multiple pictures. He 

has also proposed a new method to estimate an initial camera 

rotation using orientations that are known in the scene. The 

camera adjustment technique and the method for matching 

models and images that we propose herein were motivated by 

such work. 

 

In the initial stage of our research, the technique proposed by 

Debevec was considered. We concluded that it demands too 

much user interaction, conflicting with our requirements. 

Moreover, the final results of this technique are as good as the 

quality of the parametric model created and the marks made to 

the images. However, Debevec uses this technique with the 

principal goal of reconstructing the proportions of a rough 

model, which will subsequently be used as input for other 

integrated techniques, such as View-Dependent Texture 

Mapping (Debevec, 1996), depth map generation using the 

model as restriction, and other techniques that increase the 

quality of the final rendering – these are also outside our goals. 

The Façade system created by Debevec became the base for 

other commercial systems, and is successfully used to 

effectively retrieve model proportions and camera positions.  

 

The fact that we assume the model’s geometry to be known 

implies a substantial difference in relation to Photosynth and 

Façade’s purposes, as well as allows a simplification of the 

camera reconstruction process. However, despite the different 

approaches, some concepts of Snavely’s final application were 

used here to develop the test application, such as the calibration 

system using EXIF tags and the general concept of three-

dimensional photo album.  

 

3. PRE-PROCESSING 

Two pre-processing steps are performed independently and 

concluded before the main method starts, namely: camera 

intrinsic parameter retrieval, and geometry loading and 

processing. 

 

3.1 Camera Intrinsic Parameter Retrieval 

A calibrated camera is one in which any given point x in its 

projection plane can be related to the respective ray d 

connecting its optical center to x. Formally, this means finding 

a calibration matrix K representing a transformation between 

this point x and the ray’s direction, i.e., such that d = K-1x 

(Hartley and Zisserman, 2003). 

 

In this work, we have adopted the CCD pinhole camera model, 

which is similar to the classical pinhole model but taking into 

account that the pixels in the projection plane might not be 

square. In this case, the matrix K is given by: 
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Entries in K are usually called the camera’s intrinsic 

parameters. We refer to the reconstruction of those intrinsic 

parameters as the camera calibration stage. Such parameters are 

computed for each input image provided. If the image has 

proper EXIF information, the camera’s geometry can be 

extracted directly from the image file metadata. If such 

information is not available, the calibration is made based on 

the vanishing points of the three principal directions. 

 

Several authors (Rother, 2002; Schaffalitzky and Zisserman, 

2000; McLean and Kotturi, 1995; Gamba et al., 1996) 

developed techniques for the automatic detection of vanishing 

points, but they only work in cases with little noise and in the 

presence of good straight line segments that can be detected in 

the image. Besides, the probability of false positives is high, 

i.e., often segments that do not belong to any of the three 

directions are detected, because straight lines that are 

perpendicular to the world can be projected as being almost 

parallel to the image. 

 

Therefore, we have opted for a semi-automatic approach, with 

the principal directions of the scene being provided by the user, 

as illustrated in Figure 1. This picture was taken in the 1980’s, 

so it hasn’t EXIF tags and is very noisy, due to the 

digitalization process, representing a very difficult case for a 

full automatic approach. 
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Figure 1: Example of simple vanishing point calibration. 

Marked lines are indicated by the white arrows. 

The method implemented for camera calibration is the one 

suggested by (Hartley and Zisserman, 2003). Although the 

vanishing point calibration provides a good estimation of the 

camera’s orientation, only its intrinsic parameters are calculated 

at this stage. Camera orientation and translation will be 

obtained subsequently. 

 

3.2 Structural Edge Extraction 

Geometric meshes generated in modeling applications often 

present many edges that cannot correspond to any segment of 

the input image, either because they are not visible or because 

they result from mesh representation processes with rendering 

purposes rather than favoring an economical structural 

description of the model. 

 

The virtual model pre-processing stage is comprised of a 

sequence of simple operations, resulting in a new list of edges 

called structural edges of the model. These are used to facilitate 

the location of matches between the model and the image. The 

pre-processing operations carried out on the original model are 

the following: 

• Discarding duplicated edges; 

• Discarding coplanar edges; 

• Aggregating sequences of collinear edges; 

• Normalizing the mesh and subsequently discarding 

short edges; 

• Possibility of manually discarding edges. 

 

 

 

Figure 2: Part of the original mesh  

of a model displayed in wireframe. 

Tests of the simplification process using a model with over 

1,000,000 edges resulted in a list with a little over 3,000 edges 

(0.3%), most of which will be discarded during the occlusion 

test that will be described below. In fact, in the model 

illustrated in Figures 2 and 3, a little over 90 visible edges were 

selected on average, to mark the relations between model and 

image.  

 

 

 

Figure 3: Some of the selected visible  

structural edges marked in yellow on the model. 

When a model’s mesh is first loaded, it is processed and the list 

of structural edges is stored in an auxiliary file (.simp). The 

model’s original geometry will be used again to enhance users 

visual experience and for the occlusion test stage described 

below.  

 

 

4. CAMERA POSITION RECOVERY TECHNIQUE 

To retrieve the point of view of a given camera, the 

identification of corresponding features between the picture and 

the virtual model is essential. The approximate virtual model of 

the scene captured in the images plays the role of calibration 

pattern for the cameras. This requires knowing its real 

proportions and processing the images so that the corresponding 

features between the images and the virtual model can be 

identified. 

 

Since our case study is applied to buildings, the identification of 

edges rather than points was preferred, because they are easier 

to track in pictures of buildings. The approach adopted gives 

the user an important role manipulating the picture-model 

associations, especially where, due to reasons regarding the 

quality of the input image, it is not possible to detect a 

sufficient amount of good-quality edges. 

 

The proposed method has the purpose of helping the user as 

much as possible, so that in simple cases where the image has 

little noise the user might not need to provide extra segments 

for the application to retrieve the camera. In these cases, the 

user will only need to provide one adequate initial camera 

position. 

 

4.1 Initial Solution 

The initial position of the virtual model, corresponding 

approximately to the point of view of the picture whose camera 

is to be retrieved, is assumed to be provided by the user. To 

position the model, the user enters manually, through a 

trackball-type manipulator, a translation and a rotation to be 

applied to the virtual camera. The goal is to align, as much as 

possible, the model’s structural edges with the corresponding 

edges of the picture that is mapped onto the camera projection 
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plane. From the observer’s point of view, the image is always 

fixed in the screen space, while the model moves (Figure 4). 

 

 

 

Figure 4: Model superimposed by an image with opacity of 

100%. Even with maximum opacity, the guidelines are still 

visible and the model can be manipulated. 

Using the user-provided initial position, the structural edges of 

the virtual model undergo an occlusion test that takes the 

original model into account, with the purpose of discarding 

structural edges which are not visible from the point of view of 

the initial position. 

 

To implement the occlusion test, OpenGL’s Occlusion Query 

functionality is used. The procedure is simple: the original 

model is rendered; then each of the structural edges is rendered; 

then the Occlusion Query verification is carried out. If the 

rendered edge generates visible pixels, then it is visible and 

must be maintained. Otherwise, the edge is discarded. The final 

result consists of a set V of visible structural edges. 

 

4.2 Matching Structural Edges and Images 

The semi-automatic method proposed to solve the problem of 

associating features of the picture to the virtual model consists 

of 3 stages: 1) edge detection on the image; 2) interpretation of 

the correspondence between the detected edges and the visible 

structural edges of the virtual model; 3) intervention and 

validation of matching features by the user. 

 

4.2.1 Edge Detection on the Image 

 

To locate straight line segments, Canny’s filter is applied to the 

pictures to highlight the edges (Canny, 1986). Then, specific 

edge-detection algorithms are applied. We have evaluated the 

performance of two algorithms: the Standard Hough Transform 

(SHT) (Trucco and Verri, 1998) and the Progressive 

Probabilistic Hough Transform (PPHT) (Matas et al. 1998). The 

latter provides straight line segments on the image rather than 

straight line equations, as in SHT, as well as being significantly 

more efficient. The OpenCV library (Intel, 2008) was used for 

the implementation of both methods. 

 

It was observed that each method presents a different 

performance depending on the input image quality, therefore it 

is not possible to single one out as the best in all cases. PPHT is 

more efficient when dealing with images with a significant 

amount of noise (such as the one in Figure 5), as was already 

mentioned; however, it is less precise. The choice for one of 

these two methods depends directly on the nature of the input 

image. The number of quality segments detected by PPHT was 

bigger than the test made with SHT, and the execution time was 

considerably smaller in high-resolution images. 

 

 

Figure 5: Difficult case. Over 400 edges detected, most of them 

on the vegetation. 

As a result of this stage, we obtained a set U = {u1,…,un} of 

edges from the image. 

 

4.2.2 Matching Image and Structural Edges  

 

The structural edges of set V = {v1,…,vn} those that passed the 

occlusion test – are then projected onto the image space using 

the intrinsic camera parameters obtained in the pre-processing 

stage. Thus, a set V´ = {v´1,…,v´n} of straight line segments, 

given by the projection of the edges in set V onto the image 

space, is created.  

 

Our idea is to use the model to restrict the area where the 

corresponding segments in the image will be searched, creating 

a window around each segment v´i and thus defining a Region 

Of Interest ROI(v´i) relative to each edge. Each ROI works as a 

sub-image, restricting the search area for edges of set U that are 

candidate to match a structural edge vi. 

 

To select an edge from U that corresponds to an element within 

vi, it is reasonable to analyze only those elements ui contained 

in ROI(v´i), giving preference to elements with inclination, size 

and extremities comparable to those of V´, because we assume 

the initial position of the model provided by the user to be 

approximately adjusted to the picture. 

 

To objectively classify the edges of U that are matching 

candidates, i.e. that are inside the effective region of a ROI, we 

have adapted the error function proposed in (Taylor and 

Kriegman, 1995). Thus, each edge ui from U inside ROI(v´i), is 

classified according to the following function: 

 

 

 
2 2

1 1 2 2

( )
i

l
rank u

h h h h
=

+ +

  (2) 

 

 

where l is the size of segment ui and h1 and h2 are the distances 

from the extremities of segment ui to the straight line Li, built 

from the endpoints of a projected model segment vi (Figure 6). 
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The edge ui with the best classification according to function 

rank is chosen as the one in the image that matches the 

structural edge vi from the virtual model. 

 

 

Figure 6: Edge classification within a ROI. 

As can be observed, the rank function classification prioritizes 

large edges over smaller ones, but small edges that are closer 

and more aligned have priority over larger edges that are farther 

away or less aligned. The quality of the classification obtained 

depends on the position of the user-provided virtual model. 

 

As this is a greedy local-search method, if there are 

intersections between ROIs, it might be the case that the same 

edge ui in the image be classified as matching two or more 

different structural edges of the model, which is an inconsistent 

solution. To overcome this problem, the tie-breaker criterion 

adopted to select the structural edge that best corresponds to 

edge ui in the image consists in comparing the value of rank(ui) 

in relation to the different edges vi classified as matching the 

same ui, then again adopting a greedy strategy. 

 

4.2.3 Validation and Manual Edition of Matching 

Features 

 

The matching features between the model and the picture 

obtained automatically are finally displayed for the user using 

visual information to allow the user to discard them, approve 

them or complement them. The complementation entered by the 

user constitutes of new segments made only on the image. 

Based on these segments and on the initial camera position 

provided by the user, the best candidates to corresponding 

edges of the model are classified. Only in cases where it is 

impossible to detect matching features based on proximity (due 

to the low quality of the image), direct manual association 

between model and image is necessary. 

 

Complementation is required when it is not possible to detect 

edges in the three principal directions of the scene, which is an 

essential requirement for the subsequent stage of camera 

adjustment (minimization). This can occur especially due to 

noise or occlusion. In this case, the user is required to 

complement the set of detected edges by marking new edges in 

regions where no or few segments were found. 

 

In resume, the output of the matching step is a set of pairs 

{(v1,u1), (v2,u2), …, (vn,un)} to be used as input to the 

minimization step. 

4.3 Optimizing Camera Position 

Using the set of associations between model and image edges, 

already validated by the users, and the camera initial position, 

the next step is the camera position adjustment, in order to 

maximize the alignment between corresponding segments in the 

image and in the model. 

 

To achieve this maximum alignment, it is necessary to measure 

the error between each pair (vi, ui). With these measures, it is 

possible to recover the position and orientation of a calibrated 

camera, by means of the minimization of an objective function 

that depends on the external parameters and the obtained 

correspondences.  

 

We use again the error function proposed by (Taylor and 

Kriegman, 1995), already presented in the previous section. 

That is related to the image formation process, modeled as a 

projection function P(R,T,vi), where R is the rotation matrix 

and T is the translation matrix. The projection function 

produces an ideal bi-dimensional segment that is used to 

measure an error between the projected model and the user 

detected image lines ui, given by: 
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and m = {mx, my, mz}
T is the normal vector shown in Figure 7. 

 

 

 
 

Figure 7: The representation of the line Li by the normal vector 

m. 

 

This function measures the total error between model and image 

edges in function of the camera external parameters, which are 

recovered using a minimization process to find their optimized 

values. 
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This objective function to be minimized is not linear. Therefore, 

in order to achieve the minimization, we approximate the non-

linear function by a quadratic function and optimize it using a 

gradient-descent method. 

 

5. RESULTS 

 

5.1 Case Study 

The set of pictures used as case study represents the ruins of the 

São Boaventura convent, which was built around 1660. The 

convent’s model was created based on historic documents and 

photographic registers. The model is not totally precise in 

relation to the ruins’ structure, but it suffices to illustrate and 

test the application and the method proposed.  

 

The pictures employed include a lot of vegetation and noise, 

adding to the high complexity of this case study. Nonetheless, a 

set of 10 cameras was successfully retrieved from the respective 

pictures, in less than 10 minutes.’ 

 

Some results are shown in Figures 8 to 11: 

 

 

 
 

Figure 8: A match between the model  

and a picture of the convent. 

 

 

 
 

Figure 9: The same picture as in Figure 9, shown with zoom 

using a different orientation. 

 

 
 

Figure 10: The model and its structural edges shown in yellow. 

 

 
 

Figure 11:  The match for the same camera position and 

orientation shown in Figure 11. The structural edges of the 

model  are shown over the picture. 

 

 

5.2 3D Photo Navigation  

A test application was created to demonstrate the proposed 

method, performing semi-automatic retrieval of camera 

positions of pictures from a building in relation to its virtual 

model. Each retrieved camera can be registered, composing a 

picture filing and facilitating the management of the 

photographs in 3D space.  

 

Moreover, the system provides a three-dimensional navigation 

experience over the pictures, offering a number of tools to 

compare details on the pictures and the model, such as zoom 

and transparency control. 

 

The tridimensional navigation was implemented in a simple 

way to provide an efficient and easy mechanism for searching 

for pictures. Although such mechanism do not intend to be the 

best or the final solution for tridimensional navigation between 

camera positions, it can be used to illustrate the utility of the 

virtual camera recovering process. With such virtual cameras in 

hand, a new set of possibilities is opened allowing the creation 

of new features for picture filing, search and comparison 

between pictures and building models. 

 

The tridimensional navigation algorithm receives as input a 

specific direction and the set of recovered cameras and 

produces and output that can be empty (in the case that no 

camera is sufficiently near) or represent another camera in the 

given set (chosen as being nearest in the given direction). Given 

a specific direction, one can navigate to another near camera in 

a specific direction using the criteria shown below: 
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where dist is the distance classification function between a 

camera (i) in the given set and the current camera, d̂  is the unit 

vector that marks the direction to the optical center of the next 

camera i from the current camera and v̂  is the chosen 

navigation direction, represented in the local space of the 

current camera (Figure 12). 

 

 

 

Figure 12: A simple strategy for tridimensional navigation 

between recovered cameras. 

By using virtual cameras it is also possible to recover the 

position from where a picture was taken in the real world if one 

of the dimensions of the real model is known in one of the 

pictures of the used set. This allows one to build observations of 

a specific part of the model during the time (using the same 

world position). For example, an old picture can reveal that 

some parts of the real model are currently damaged or 

inexistent, as illustrated in Figures 13 and 14. If the position 

this old picture was taken is recovered, it is possible to take new 

pictures of the model from the same position, which makes 

possible to observe the same part of the model across the time. 

 

 

 
 

Figure 13: A match between the model and a picture of the 

convent. The picture is shown with 100% of the opacity. This 

picture was taken in the early 80’s so no EXIF info is available. 

Vanishing point calibration was used. 

 

 

 

 
 

Figure 14: The same match shown in the Figure 13, using 

around 30% of opacity. 

 

Another very useful functionality related to the production of 

archives for cultural heritage items is the possibility of 

verifying whether the set of pictures provided offers a complete 

view of a given building. To implement such functionality, one 

can simply project the pictures registered on the model by 

applying an inverse projective transformation using matrix K-1, 

and observe the parts of the model that are not covered by the 

pictures. 

 

 

6. CONCLUSIONS AND FUTURE WORK 

The present work has proposed a method for matching models 

and images of buildings using a set of integrated techniques, 

with camera reconstruction as the main strategy. To perform 

such reconstruction and successfully match and catalogue the 

pictures, first we needed to solve the problem of identifying 

correspondences between elements of the image and the model, 

which is one of the fundamental problems in computer vision. 

The approach proposed to solve it was to use the building’s 

model, positioning it in order to restrict the search for matching 

features on the image. This strategy assumes the virtual model 

to be manipulated by the user in such a way that the edges can 

serve as guidelines to locate corresponding features in the 

image, using a local search strategy in the neighborhood of the 

projection of the model’s edges.  

 

The method is semi-automatic, beginning with an initial 

solution provided by the user which allows a local search for 

image-model associations rather than exploring the model’s 

global information. If the input image contains significant noise 

and the photographed model has complex geometry, solving the 

matching problem becomes naturally difficult, and the method 

proposed herein becomes more dependent on user actions and 

prone to some degree of imprecision. In simple cases, on the 

other hand, the process is largely automatic and robust in 

relation to the model’s initial position, as it is simpler to 

compute image-model correlations. 

 

As final result, we have developed an application that 

implements the proposed method and provides a complete 

solution for the camera registration problem over pictures 

related to their virtual model. The system also provides various 

mechanisms to help the user compare pictures with the model, 

and navigate spatially over the several registered images. 

 

Several improvements can be considered, especially in relation 

to the correspondence between points in the image and the 

world. In this sense, the use of NPR (Non-Photorealistic 

Rendering) techniques can be explored to detect structural 

edges in the virtual model and in the images. 
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A natural extension would be the application of this method to 

videos. The technique could be further developed to explore 

space and time coherence in frame sequences obtained from 

real videos. This extension to frame sequences can be facilitated 

by the very nature of the technique, which searches locally for 

corresponding features between model and image. When a 

sequence of frames from a film is assumed to present space and 

time coherence, the proposed method can be applied directly to 

adjust the sequence to the model, moving automatically from 

the initial frame position to the next frame. The process could 

begin with a manual positioning of the first video frame by the 

user, resulting in the retrieval of a complete camera path along a 

given time span. 

 

As future work, we intend to use a set of pictures well 

distributed in space as input to a method that correlates them to 

a virtual model, seeking to improve the quality of an 

approximate virtual model of the represented building. The 

model’s structural edges could be parameterized in order to be 

adjusted to the marks made to the pictures. This idea is very 

similar to the one developed by Paul Debevec (Debevec, 1996), 

but it would use models directly created by commercial 

modelers, which would benefit from the convenience of using a 

good modeler without demanding modeling precision. In other 

words, a model lacking the exact measures could be quickly 

created by a designer, and then its proportions would be 

adjusted based on the input pictures. 

 

Another possibility to extend this work would be to use a dense 

set of pictures to reconstruct completely the correct proportions 

of a model, using only associations among the images. This 

strategy is inspired in the work developed by (Snavely et al., 

2006) but it would use as base an imprecise model that could be 

adjusted and used as restriction for points reconstructed based 

on picture correlations using epipolar geometry. In (Snavely et 

al., 2006) only pictures are used, without any information on 

the model. 
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